
Using Domain-Knowledge for Correlation-based Face Tracking

Marko Kastelic
Fakulteta za elektrotehniko

Univerza v Ljubljani
mk5534@student.uni-lj.si

Abstract

Visual object tracking is an important problem in com-
puter vision. It is becoming even more important with the
introduction of autonomous vehicles. The basic idea is to
track the target with only the initial position given. The
first breakthrough was made with the introduction of cor-
relation filter-based tracking. The performance of tracking
improved both in terms of accuracy and computational ef-
ficiency. One recent breakthrough was seen with the pro-
posal of Convolutional Neural Networks (CNN) to extract
features from the target patch. Every year results are im-
proving on different challenges related to object tracking.
However, because of the fact that there are many different
targets, no specific domain knowledge can be used. In this
paper we tackle the case with a single target to see if we
can improve results by using domain knowledge of faces.
Specifically, we investigate if using a CNN-based feature
extractor originally trained for a face classification ensures
better performance in face tracking than using a general
purpose CNN.

We are testing the trackers on eight sequences from the
Visual Tracker Benchmark (VTB) dataset, where the tar-
get is face. Obtained results suggest that the tracker with
the knowledge of faces can match the performance of the
tracker with the general purpose CNN but does not improve
it.

1. Introduction
Object tracking is an important part of computer vision.

The basic goal is to track a target in a video through time
with only the initial state given. The target is tracked with
an unsupervised algorithm, which predicts the target posi-
tion in the next frame. Video surveillance is one of the most
important applications of object tracking, but it is also used
in many other fields such as robotics, autonomous driving
and entertainment. In the recent years, several of the pro-
posed algorithms have made a significant progress in this
field. Despite that, there are still problems that have not
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Figure 1: The basic idea of this work: we are using one
of the trackers from the VOT Challenge for the task of
face tracking. We want to see if the performance can im-
prove when using neural networks with domain knowledge
of faces.

been solved completely. The main obstacles for success-
ful long-term tracking are illumination variation, change of
target’s appearance (e.g. pose, size, blur caused by a fast
motion) and occlusion. These obstacles cause predicted lo-
cation to slowly drift from the target’s actual location and
if the drift becomes too large, the location of the target is
completely lost - the intersection of predicted and actual
location of the target becomes zero. Re-initialization of
the tracking algorithm remains an open problem in object
tracking. When evaluating the performance of trackers, ro-
bustness is one of the often-used metrics. It measures the
quality of tracking through time and is defined as the num-
ber of times the position of the target is completely lost and
the tracker needs to be re-initialized manually (failure rate).
Other common metrics is accuracy, which measures quality
of prediction in each frame. It is defined as the overlap be-
tween the predicted region and the actual region of a target.

Another important aspect of a tracker is its computa-
tional complexity. A big step in this area was made with the
proposition of correlation filter-based tracking [1]. Corre-
lation by definition measures similarity between 2 signals,
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images, etc. Filters are applied to image or features with
convolution. In the time domain computation of convolu-
tion is complex. However, one of the important properties
is the convolution theorem, which states that convolution in
the frequency domain can be computed as an element-wise
multiplication. The main idea of the correlation filter-based
tracking is to find filter that produces high response in target
region and low in the background. The peak in the response
map can then be used for prediction of the new location. It is
important to update the filter through time, so that tracking
can adjust to changes of the target.

A correlation filter can be applied directly on a raw im-
age, however applying it on features extracted from the im-
age makes tracking more robust. These features can be var-
ious descriptors such as Histogram of Oriented Gradients
(HOG), SIFT, Color Names etc. In the recent years, features
obtained from convolutional neural networks are replacing
hand-crafted descriptors. Trackers using CNNs are achiev-
ing state-of-the-art results on object tracking challenges like
VOT Challenge 1.

On these challenges trackers are usually evaluated on a
large number of sequences that contain different targets, e.g.
vehicles, people, faces, balls. Thus, extracted features must
be general for the tracker to perform well on all the targets.
In this paper we instead focus on tracking a single type of
target - a human face. We want to see what happens with
the performance of tracking when using domain knowledge
of faces. We are using tracker from the VOT Challenge and
replacing the general neural network used in their tracker,
which was trained to classify various types of objects, with
a network designed for face classification to see if the per-
formance of face tracking can be improved. The basic idea
of this work is illustrated in figure 1.

Both versions of the tracker are evaluated on eight se-
quences from the VTB dataset. The main contributions of
this work are:

• we are testing trackers on one specific target to see if
domain knowledge of the target can improve the per-
formance

• we show that results on sequences with face as the
target can be matched using the knowledge of faces
but are not improved compared to the best performing
trackers

2. Related Work

This section is split into two parts. In the first part we
give an overview of the methods using correlation filters
including the recent CNN-based approaches. Since we are
focusing on tracking of faces we mention some of the works

1http://votchallenge.net/

related to deep neural networks for face classification in the
second part.

2.1. Video Tracking with Correlation Filters

Bolme et al. [1] were the first to propose the use of
correlation filters for video tracking. Due to the use of
the filter in the frequency domain, convolution becomes an
element-wise multiplication, which reduces computational
costs. Consequently, this approach is very fast and appro-
priate for the use in real-time. By using MOSSE filter, their
approach was also robust to appearance changes of the tar-
get. This was improved further by Li et al. [12] who pro-
posed a multi-view correlation filter-based tracker that re-
duced the influence of both target and background changes.
This was done with the use of multi-view features to select
a stable view of the target. They also present a mechanism
to detect scale variations. To make tracking more robust to
scale changes, Danelljan et al. [5] proposed scale-pyramids
to train classifier, which are used to estimate the scale in-
dependently of the target translation. Li and Zhu [13] pro-
posed a scale adaptive kernel for the correlation filter. They
also integrated additional features such as HOG and Color-
Names to further improve the performance. To deal with
occlusion, part-based tracking strategies [14, 15] were pro-
posed. Henriques et al. [10] proposed circulant matrices,
which are used to create negative samples by translating the
base (positive) sample. These samples can then be used for
learning the correlation filter using discriminative methods.
The underlying assumption is that the samples are periodic,
which enables the use of the Fast Fourier Transform (FFT).
Using the FFT makes these methods fast, however viola-
tion of the periodic assumption creates unwanted bound-
ary effects [7]. This leads to some limitations of these
methods, such as a restricted search region. Danelljan et
al. [7] proposed a spatially-regularized discriminative cor-
relation filter, which addresses above-mentioned problems.
Galoogahi et al. [9] proposed a background-aware corre-
lation filter with real negative examples being used rather
than the shifted ones. With the use of the information from
the background they also addressed the problems with the
background clutter and occlusions. Ma et al. [17] proposed
the use of the target and its context to form a template for
long-term tracking.

In recent years, convolutional neural networks replaced
hand-crafted features like HOG and color intensity [16, 6].
Choi et al. [3] proposed an attentional correlation filter net-
work, which uses multiple correlation filters and adaptively
selects only the most relevant ones. Valmadre, Bertinetto
et al. [23] proposed integration of the correlation filter
into the neural network, making it one of its layers. This
way parameters of both CNN and correlation filter can co-
adapt, enabling end-to-end learning of parameters. Their
results have not made significant improvement in the per-
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formance compared to the state-of-the-art methods. How-
ever, their neural network was smaller and had fewer param-
eters, which makes their method appropriate for embedded
systems, where the amount of memory is smaller. Ma et
al. [16] proposed using outputs from multiple CNN layers,
rather than just the last one, to adaptively learn correlation
filters. This way, results of the predicted location are more
accurate. Nam and Ham [18] proposed multi-domain CNN.

2.2. Face Recognition with Deep Neural Networks

As in most computer vision problems in recent years,
deep neural networks have also been used for the task
of face recognition and classification. Parkhi et al. [19]
showed that deep CNNs with appropriate training can
achieve competitive results. Sun et al. [21] used deep net-
works to learn a face representation. Zhang and Zhang from
Microsoft Research [25] proposed multi-task CNN, where
they trained face and non-face decision together with pose
estimation and facial landmark localization. Sun et al. [22]
have constructed a DeepID2+ network with an improved
performance and robustness to the image corruption. Re-
searchers from Google [20] used 200 million face identities
[19] to train CNN and achieved 99.63% accuracy on the La-
beled Faces in the Wild dataset.

3. Methodology
For the purpose of analysis, whether using the domain

knowledge of a specific target (in our case face) can im-
prove the performance of tracking, we are testing Efficient
Convolution Operators for Tracking (ECO) tracker [4] from
VOT Challenge 2017. It is a modified version of the Con-
volution Operators (C-COT) tracker [8] and is based on a
continuous correlation filter-based tracking. They are us-
ing multiple features for description of the target: HOG de-
scriptors, Color Names and features extracted from a CNN.
They are using ImageNet-VGG neural network [2]. This
network was designed for the classification of 1,000 differ-
ent objects and is well suited for different challenges, such
as VOT, where the tracker is tested on various types of ob-
jects. Since we are only interested in tracking faces, we are
replacing the ImageNet-VGG with VGG-Face neural net-
work [19], which is primarily used for face classification, to
see if it improves the performance of the tracker.

3.1. Correlation Filter-based Tracking

The basic idea of correlation filter-based tracking is us-
ing a correlation filter on an input to get a response map.
The peak in this map is used as the prediction for the new
position of the target. The correlation filter can be applied
directly on the raw image, but usually due to the differ-
ent changes e.g. illuminance, pose of a target, motion blur,
some features are extracted from the image first. These fea-
tures can be different descriptors such as HOG and Color

(a) FleetFace (b) Girl (c) FaceOcc1 (d) BlurFace

Figure 2: Sample frames from the Visual Tracker Bench-
mark dataset. Each column has 3 samples from one se-
quence. In the first column are frames from the FleetFace
sequence, face is well visible. The second column contains
samples from the Girl sequence, face is occluded with an-
other face, there is only the back of the head visible. In
the third column are frames from the FaceOcc1 sequence,
a large part of the face is occluded. In the last column are
representative frames from BlurFace sequence, position of
face is changing quickly due to camera motion (3 samples
shown are consecutive).

Names, or features obtained from CNNs. Applying the fil-
ter on the features instead of raw images makes tracking
more robust. Then correlation filter is used on these fea-
tures via convolution. One of the important properties of
convolution is Convolution Theorem:

F{f ∗ g} = F{f} · F{g}, (1)

where F{} denotes Forier Transform, ∗ stands for convo-
lution, and F for complex conjugate of Fourier Transform.
According to this theorem, in a 2D discrete space convo-
lution in the frequency domain is calculated as an element
wise multiplication - dot product ( �). This leads to sig-
nificantly smaller computational complexity. Fourier trans-
form can also be computed efficiently with the use of the
Fast Fourier Transform algorithm.

Before applying the correlation filter on images or fea-
tures, filter has to be trained. At each time step, features are
extracted from the input image. Convolution between the
filter and features is computed next to obtain the response
map. The peak in this map is used as the prediction for the
new location. Features are extracted in the new location.
These features are used in combination with desired correla-
tion output to calculate and update the correlation filter. The
first breakthrough in the use of correlation filters was made
by Bolme et al. [1] who proposed the Minimum Output Sum
of Squared Error (MOSSE) training method. The basic idea
of this method is to compute a filter h that has the minimal
sum of squared errors between the actual and desired corre-
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Parameter conv1 conv2 conv3 conv4 conv5 fc6 fc7 fc8

filter size 7×7× 5×5× 3×3× 3×3× 3×3× 6×6× 1×1× 1×1×
3×96 96×256 256×512 512×512 512×512 512×4096 4096×2048 2048×1000

stride 2 2 1 1 2 1 1 1
pad 0 1 1 1 0, 1 0 0 1

Table 1: Overview of the 8-layer ImageNet-VGG architecture. Filter size represents dimensions of a filter - width, height,
depth and number of filters; sliding of the filter is defined by the stride (number of pixels) and pad defines zero-padding
around the border of the input volume.

Parameter conv1-1 conv1-2 conv2-1 conv2-2 conv3-1 conv3-2 conv3-3 conv4-1

filter size 3×3× 3×3× 3×3× 3×3× 3×3× 3×3× 3×3× 3×3×
3×64 64×64 64×128 128×128 128×256 256×256 256×256 256×512

stride 1 1 1 1 1 1 1 1
pad 1 1 1 1 1 1 1 1

parameter conv4-2 conv4-3 conv5-1 conv5-2 conv5-3 fc6 fc7 fc8

filter size 3×3× 3×3× 3×3× 3×3× 3×3× 7×7× 1×1× 1×1×
512×512 512×512 512×512 512×512 512×512 512×4096 4096×4096 4096×2622

stride 1 1 1 1 1 1 1 1
pad 1 1 1 1 1 0 0 0

Table 2: Overview of the 16-layer VGG-Face architecture. Filter size represents dimensions of a filter - width, height, depth
and number of filters; sliding of the filter is defined by the stride (number of pixels) and pad defines zero-padding around the
border of the input volume.

lation output. As explained before, because of the smaller
computational complexity, calculation of the optimal filter
is done in the frequency domain. Let big letters denote the
Fourier Transform ( F = F{f} - input, H = F{h} - filter,
G = F{g} - desired output). The optimization problem in
mathematical terms is:

min
H

=
∑
i

||Fi �H −Gi||2, (2)

whrere i is the index of the training image. The solution to
this problem is:

H =

∑
iGi � Fi∑
i Fi � Fi

. (3)

The desired or ground truth correlation response is defined
by a 2D Gaussian distribution. Another similar method is
Average of Synthetic Exact Filters. Here one filter is com-
puted at each time step and the final filter is the average of
all filters. Some other proposed filters are Kernelized Cor-
relation Filters and Dense Spatio-Temporal Context filter.

After training (initializing) the filter, it can be applied on
a test sequence. However, due to the different changes of
the target and background it is important to update the filter
online so that it can adapt to all this changes. In the MOSSE
method, correlation filter is updated with every new frame
and exponential forgetting principle is applied. On the other
hand, in the ECO tracker we are using, the updates are less

frequent. This way they get better results, which they at-
tribute to a lower degree of over-fitting. Beside that it can
also make the tracker more robust to rapid changes.

3.2. ImageNet-VGG Neural Network

ImageNet-VGG network can be used for object classifi-
cation. It is trained on 1,000 categories from the ImageNet
dataset. It consists of five convolutional and three fully-
connected layers. The size of an input image has to be 224
× 224 pixels. There are three different architectures: fast
(CNN-F), medium (CNN-M), and slow (CNN-S). In the
ECO tracker, a modified medium version is used. The ar-
chitecture is presented in the table 1. Normalization is per-
formed with the subtraction of an average image obtained
as the average pixel values from images in the training set.

3.3. VGG-Face Neural Network

VGG-Face network is designed for classification of
2,622 individuals. Its output is a score for each of the 2,622
classes. It consist of five convolutional blocks, which have
multiple convolutional layers, and three fully-connected
layers. The size of the input image is 224 × 224 pixels.
The average image is given as one average value for each of
3 color channels. Filter sizes and other parameters are given
in the table 2.
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4. Experiments
In this section we present the data relevant to our exper-

iments. In the first subsection composition of the dataset
is given, next experimental protocol is described and in the
last part of this section metrics used for the evaluation are
presented.

4.1. Dataset

In this paper we are testing trackers on the Visual Tracker
Benchmark dataset [24], which was designed with the pur-
pose of objective evaluation of the trackers. The dataset
contains 100 sequences from different sources and consists
of different targets e.g., people, faces, cars. In several of
those sequences the target is a face and we are using some
of them in this paper. All of the sequences we are using
have at least a few hundred frames. Some examples from
the dataset are presented in figure 2. The following list con-
tains names of the sequences we are using and a few basic
characteristics of each sequence:

• FleetFace: 707 frames with 720x480 resolution, face
is well visible in all the frames

• Girl: 500 frames, 128x96 resolution, girl’s head is
rotating through the frames, thus on times, the face
is completely invisible (back of the head), on some
frames there is also an occlusion with another face

• BlurFace: 493 frames, 640x480 resolution, position
of the faces changes rapidly due to the camera motion

• FaceOcc1: 892 frames, 352x288 resolution, a large
part of the face is occluded with the magazine

• Trellis: 569 frames, 320x240 resolution, person is
moving, but watching into the camera in almost all
frames

• Boy: 602 frames, 640x480 resolution, person is jump-
ing across the hall

• David2: 537 frames, 320x240 resolution, person is
slowly moving

• Jumping: 313 frames, 352x288 resolution, person is
jumping on the spot

4.2. Experimental protocol

The tracker and neural networks used in this paper have
been already pre-trained, thus all of the data can be used
for evaluation of the trackers. The data consist of eight se-
quences as described in section 4.1. No pre-processing of
the data was done since trackers are searching for a target
in the whole frame.

Figure 3: Demonstration of results. Red belongs to the
ground truth, yellow to the tracker with ImageNet-VGG and
green to the tracker with VGG-Face network. Results are
close to the ground truth and generally include more or less
the whole face.

Both versions of the tracker are tested on all sequences
and the overall performance of the trackers is estimated.
A special importance is given to the comparison of perfor-
mance. The goal is to find out if there is any improvement
when using the tracker with the CNN designed for face clas-
sification.

4.3. Performance metrics

Since we are using the tracker from the VOT Challenge,
we are also using well-defined and established performance
metrics used in VOT. Their code for performance evaluation
was proposed by Kristan et al. [11] and is publicly available.

In this paper [11] they propose two methods for evalua-
tion: accuracy and robustness. The accuracy evaluates the
quality of performance based on the predicted and ground
truth bounding boxes; it measures the overlap between both
bounding boxes. Accuracy at time t is calculated with the
following equation:

φ(t) =
AT (t) ∩AG(t)

AT (t) ∪AG(t)
(4)

where AG(t) is the ground truth bounding box and AT (t)
is the bounding box predicted by the tracker. ∩ stands for
intersection and ∪ for union. The average accuracy can be
computed in all frames and another variant is expected ac-
curacy, which is defined as the average accuracy in some
validation frames:

φ =
1

Nval

Nval∑
j=1

φ(j) (5)

On the other hand, robustness measures the quality of
the tracker through time and is defined as the number of
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times prediction completely drifts from the target and thus
requires tracker’s re-initialization. This happens when there
is no overlap between predicted and ground truth bounding
boxes. To estimate robustness, the tracker must be evalu-
ated in a supervised mode, so that it can be re-initialized.
Kristan et al. [11] proposed that re-initialization does not
happen immediately after the failure, but after some num-
ber of frames. This way the probability that the tracker will
fail again in the next few frames is smaller.

Sequence
Network BlurFace Boy David2 FaceOcc1 FleetFace Girl Juping Trellis

ImageNet-Vgg 0.57 0.65 0.78 0.76 0.62 0.77 0.50 0.72
Vgg-Face 0.57 0.65 0.70 0.77 0.62 0.77 0.47 0.76

Average (expected overlap)
ImageNet-Vgg 0.768

Vgg-Face 0.766

Table 3: Performance in terms of tracking. The average
accuracy is given for both trackers for every sequence and
the overall performance is reported as the expected overlap.
We can see that there are no significant differences in the
performance.

Network ImageNet-Vgg Vgg-Face
Speed [fps] 0.9726 0.2304

Table 4: Comparison of the speed

5. Experimental Results

5.1. Implementation details

As described before, the ECO tracker combines different
features extracted from a target patch. They are using a fast
variant of the HOG algorithm with cell size nc = 10 and the
standard 9 bins for orientation. For Color Names they are
using cell size nc = 4. The filter is updated in every sixth
frame. For features extracted using the CNN, we first tested
the tracker using one of the first convolutional layers as the
first output and a higher-lying fully-connected layer as the
second output. The idea was to get some general features
from the first output and some high-level, more explicit fea-
tures of a face from the second output. The receptive field
is becoming bigger with higher layers, and thus features are
more specific. However, we found out that the performance
is better using the second output from the convolutional lay-
ers rather than one of the fully-connected layers. The rea-
sons for this may be that features from the last layers are
too explicit for our problem, because there are some distur-
bances such as occlusion. In this case, less specific features
may be more appropriate. This was the case using both the
ImageNet-VGG and VGG-Face network. For the final eval-
uation we are using features from conv1 (normalized out-
put) and conv5 (relu output) layers as the output, as was the
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Figure 4: Expected overlap on long-term. The expected
overlap is more or less the same in both versions of the
tracker; in the longer sequence, the overlap for the second
tracker (VGG-Face network) is slightly higher, but not sig-
nificant.

original setup in the ECO tracker. And for VGG-Face net-
work, we are using layers conv1-2 and conv5-2 as the output
layers.

The evaluation was performed in Matlab using single 2-
core CPU (Intel Core i7-7500U 2.90 Ghz)

5.2. Results

We used the toolkit implementation from the VOT Chal-
lenge for the evaluation. We tested trackers in supervised
and unsupervised mode to get robustness and accuracy for
both versions of the ECO tracker. Results are somewhat
surprising as they show there is no major difference in the
performance of both trackers. In fact, original tracker with
the ImageNet-VGG network even had a few per mills bet-
ter performance in terms of the average accuracy. Some
examples are shown in figure 3. There are some minor dif-
ferences in accuracy for separate sequences, but overall per-
formance is more or less the same. Results of both trackers
for all sequences are given in table 3

In our opinion these results are the consequence of sev-
eral factors. First, the target (face) is relatively large in all
frames. Even though there are some disturbances like oc-
clusion or fast motion, generally speaking, faces are still
relatively well visible. This results in a good performance of
both trackers for long and short-term tracking. Both track-
ers never drift from the target and do not need to be re-
initialized. As a result they achieve highest score for robust-
ness (tracking never failed). This also means that the per-
formance is equal in supervised and unsupervised test and
that accuracy remains relatively high through time as can be
seen in figure 4. On different challenges like VOT, targets
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Figure 5: Examples showing ground truth regions and pre-
dicted regions. Red is ground truth, yellow and green
belong to the tracker using the with ImageNet-VGG and
VGG-Face network respectively. Examples show that re-
sults with the baseline comparison are dependent on the
ground truth. Both trackers predicted the face correctly but
the predicted region is smaller than that of the ground truth
and resulting in a lower accuracy. The last image demon-
strates this especially well. Examples also show that there
are some minor differences between both trackers, regions
predicted by the tracker using the knowledge of faces (green
rectangle) are often slightly smaller.

are of different sizes, some of them very small, and there
is a bigger probability that the tracker will fail. Another
important thing is the rigidity of a face, which means that
the scale remains more or less the same through time. The
scale would only be changing if the target would be moving
away or coming closer relative to the camera, which is not
the case in our sequences. As a result, there is no problem
with the scale estimation.

Another important aspect is the choice of the tracker.
The ECO tracker is one of the best performing trackers,
which means it is harder to make improvements. They
also use a combination of features for the description of the
target, which means that the difference in terms of perfor-
mance is harder to see when using a different CNN. They
are using a modified and improved version of the correlation
filter-based tracking and the performance of their tracker is
very good on our test sequences. The predicted region is
more or less inside the ground truth region and covers the
face. This means that the score (accuracy) is dependent on
how the labeling of the data is performed. With a different
set of the ground truth labels accuracy might be even better.
Since the predicted region more or less covers the face, it is
hard to improve results. In our sequences the ground truth
region is sometimes a little bigger than the face and maybe
on some other data, that would cover only the face, results

0 50 100 150 200

Sequence length

0

0.5

1

E
xp

ec
te

d 
ov

er
la

p

ECO with ImageNet Vgg
ECO with Vgg-Face

Figure 6: Performance on the non-face sequence. Results
are expected and show worse performance of the tracker
with the knowledge of faces.

with the VGG-Face network might be slightly better com-
pared to ImageNet-VGG. A few examples are in figure 5,
where we can see that the predicted region is smaller than
the ground truth region for both trackers. Region predicted
by the VGG-Face network is also a little smaller than the
region predicted by the tracker that uses ImageNet-VGG.
To see if there are any bigger changes in the performance
when using one or the other network, we would have to test
a tracker that uses only the CNN features.

Another important aspect of the performance is the
tracker’s speed. Since the VGG-Face network has more lay-
ers, this has a negative effect on the speed. A relatively large
downfall in the speed was observed comparing the two net-
works. Speed comparison in terms of frames per second is
given in the table 4.

To see if the choice of the network has any influence on
the results we tested both trackers on additional non-face se-
quence (the Motocross sequence from the VOT Challenge).
Results are unsurprising and show significantly worse per-
formance of the tracker with domain knowledge of faces.
Expected overlap in long-term is presented in figure 6.
From this we can conclude that tracker with the knowledge
of faces can match the results of the general purpose tracker
when the target is face and have worse results on the non-
face targets.

6. Conclusion

In this paper we investigated if the domain knowledge
of faces can improve the performance of face tracking.
We used the ECO tracker from the VOT Challenge and
replaced their ImageNet-VGG neural network with VGG-
Face network designed for face classification. Obtained re-
sults did not show any improvement. One of the reasons
for this could be that the original ECO tracker itself already
achieves good results. We used features from two layers of
the VGG-Face network, it is possible that the performance
would be improved if we would add a third output layer.
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