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Abstract—Due to advances in deep learning and convolutional
neural networks (CNNs) there has been significant progress in
the field of visual age estimation from face images over recent
years. While today’s models are able to achieve considerable age
estimation accuracy, their behaviour, especially with respect to
specific demographic groups is still not well understood. In this
paper, we take a deeper look at CNN-based age estimation models
and analyze their performance across different race and gender
groups. We use two publicly available off-the-shelf age estimation
models, i.e., FaceNet and WideResNet, for our study and analyze
their performance on the UTKFace and APPA-REAL datasets.
We partition face images into sub-groups based on race, gender
and combinations of race and gender. We then compare age
estimation results and find that there are noticeable differences in
performance across demographics. Specifically, our results show
that age estimation accuracy is consistently higher for men than
for women, while race does not appear to have consistent effects
on the tested models across different test datasets.

I. INTRODUCTION

Age estimation from facial images (illustrated in Fig. [I)
has seen increased interest from the machine learning and
computer vision communities recently [3]], [19], [22]], [29]. The
possibility of determining age from a face image automatically
and with high accuracy can facilitate applications with con-
siderable market potential, such as detecting minors for legal
purposes or adjusting application interfaces based on users’
age. However, it is paramount to understand the behaviour
of existing age estimation models, especially with respect to
their performance across different demographic groups, when
deploying them in real-life applications .

While existing work has looked at the impact of demograph-
ics when evaluating new models, e.g., [4], this has mostly been
a side result of the overall experimental evaluation. Studies
focusing specifically on demographic model bias, on the other
hand, are still limited in the literature. In this paper, we try
to fill this gap and study the impact of race and gender on
the accuracy of contemporary deep age estimation models.
Specifically, we experiment with two pre-trained off-the-shelf
age estimation models and evaluate their performance on
two publicly available datasets. The main contribution of our
work are important findings that help to better understand
age estimation models and their performance on different sub-
groups of subjects, such as:

o We report results that suggest that age estimation with

the tested models is more accurate for male subjects than
for female subjects. While we observe opposite settings

Fig. 1: Age estimation from face images has progressed
considerably in recent years with state-of-the-art models pro-
ducing highly accurate estimation results. In this paper we
analyze and compare age estimation performance across dif-
ferent demographic groups in terms of both gender and race.

for certain races, the age estimation models seem to favor
men over women in term of estimation errors in general.

o We observe no consistent impact of race on age esti-
mation accuracy. While different race groups produce
consistent performance variations with all tested models,
these appear to be inconsistent between different test
datasets, suggesting that other nuisance factors affect
results to a greater extent than race.

The rest of the paper is structured as follows: In Section
we briefly review existing work related to our study. Next, we
elaborate on the methodology used in the paper in Section [ITI]
and discuss experimental findings in Section [[V] We conclude
the paper with some final comments in Section [V]

II. RELATED WORK

In this section, we present prior work that relates to our
study. We first discuss existing techniques for age estimation,
then review existing studies on the impact of gender and race
in various face-related tasks and finally elaborate on existing
work on bias in age estimation models.

Age estimation. One of the early attempts at age estimation
was presented by Kwon et al. in [17] and used an active
contour snakelet model that focused on wrinkles and simplified
the age estimation task into a binary classification problem.
In [18], Lanitis et al. described an automatic age estimation
approach relying on Active Appearance Models (AAMs) to
jointly extract shape and texture information from an input
face. Later Geng et al. [11] proposed a new approach by
modeling aging patterns with representative sub-spaces. Guo
et al. [14] used bio-inspired features (BIFs) and a multilayer



HMAX model for age estimation. Chang et al. [6] proposed
replacing traditional multi-class labels with new ordinally ar-
ranged labels [10], [30] and developed a cost-sensitive ordinal
ranking framework for age estimation. Chao et al. [7]] proposed
an age-oriented local regression algorithm that resulted in
considerable performance, but already highlighted concerns
regarding demographic imbalances in the training data.
Recent age estimation models are increasingly based on
CNNSs. Yan et al. [29], for example, reported impressive results
by building a multi-layer CNN model for feature extraction
and a Support Vector Machine (SVM) for classifying faces
into different age groups. Levi et al. [19] presented a rela-
tively simple CNN architecture for age estimation that can
outperform previous methods if trained with sufficient training
data. Niu et al. [22] presented a CNN model for joint feature
learning and regression modeling, capable of making better use
of large datasets. Overall, the use of CNNs greatly improved
age estimation accuracy, however, problems with race and
gender disparities in results are still present with these models.
Gender and ethnicity covariates. Covariates are variables
that either increase intra-class variation or decrease inter-class
variation [1] and, hence, affect the performance of machine
learning models. While pose, occlusion or illumination can
often be controlled, other covariates like race and gender
cannot. Early work on face-related tasks, such as the Local
Binary Pattern (LBP) model for demographics classification
proposed by Yang et al. [31]], already had trouble dealing
with ethnicity and gender. The face recognition meta-analysis
conducted by Lui et al. [20], examined 25 studies and showed
that there is no general consensus on the influence of gender
and race. However, the study found that the uneven distribution
of subjects across age groups in datasets is a big problem.
Datasets are dominated by younger subjects [15]], since they
rely on (typically student) volunteers [1]. Solutions were
later proposed to make the trained models more robust to
problematic covariates, such as partitioning the datasets into
equal-sized sets with respect to gender and ethnicity [26] or
using a framework for additional ethnicity and gender pre-
classification, as proposed by Guo et al. [13]. Abdurrahim
et al. [1] suggest that men and women have different local
features, however, girls and boys have similar craniofacial fea-
tures. Most results confirm that women are harder to recognize
than men, however, with age, the difference diminishes [21].
The study in [20] was unable to determine which race or what
qualities prove to be a problem for current models, which is
a recurring issue among covariate analyses [[12]. Drozdowski
et al. [9] present a comprehensive survey of the challenges
associated with algorithmic bias in biometric applications.
Bias in age estimation models. A handful of existing
studies investigated the issue of bias in age estimation models.
Xing et al. [28], for example, analyzed the performance of
their model across gender and ethnicity sub-groups. Alvi et
al. [4] suggested that training datasets that are not balanced
in terms of gender can lead to age estimation models that
are gender-biased. Clapes er al. [8] showed that there is
some consistent bias across various demographic groups when

relating the performance of apparent and real-age estimation
tasks. In these paper we contribute to a better understanding
of the bias of age estimation models with an analysis of the
performance of two recent deep learning models with respect
to race and gender.

III. METHODOLOGY

We now present the methodology used in the evaluation.
We discuss the age estimation models used, the experimental
datasets and setup and finally present the performance mea-
sures used for our analysis.

Age estimation models. We use the following (pre-trained)
off-the-shelf age estimation models for the experiments:

o WideResNet: Our first modell] is based on the Wide
Residual Network (WideResNet) architecture [24]], [32],
but has two classification layers for age and gender.
WideResNet are similar in spirit to residual networks, but
feature ResNet blocks with decreased depth and increased
width. We use two variants of the WideResNet model
for our analysis: the first is trained on the UTKFace
dataset [33]] and the second on the IMDB-WIKI dataset
[23]. We denote these two models as WideResNet-UTK
and WideResNet-IMDB, respectively. Both models are
trained from scratch using a multi-task learning objective
including both age estimation and gender recognition.

o FaceNet: Our second model] is based on the FaceNet
architecture [27]], which is one of the first deep CNNs
optimized for face recognition. The model is initialized
with weights of a FaceNet model trained for face recog-
nition on the VGGFace2 dataset (featuring around 3.3
million faces and 9000 identities [S]]). Similarly to the
second WideResNet mode described above, the model
then trained (or better said fine-tuned) for the tasks of age
estimation and gender recognition on the IMDB-WIKI
dataset.

The models above were selected for our analysis because of
their state-of-the-art performance and the fact that two of the
models have a different architecture, but were trained on the
same dataset (WideResNet-IMDB and FaceNet), while two
share the same architecture, but were trained on different
datasets (WideResNet-IMDB and WideResNet-UTK).

Experimental datasets. We select two popular datasets for
age estimation for the experiments:

o The APPA-REAL dataset (2] contains 7,591 images with
associated real and apparent age labels. The age range
of subjects on the pictures is between 0 and 95 years.
The dataset provides annotations with information about
various covariates of the pictures, including gender and
ethnicity [8]]. The annotations partition the data into three
race classes: Caucasian, Asian and Afro-American.

e The UTKFace dataset [33] is a relatively large face image
dataset with subjects aged from O to 116 years. The

! Available from https:/github.com/yudu/age- gender-estimation
2 Available from https:/github.com/BoyuanJiang/Age-Gender-Estimate-TF
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Fig. 2: Sample images from APPA-REAL (top) and UTKFace
(bottom). Both datasets contain images of varying quality,
different head poses, light settings, and facial expressions.

dataset consists of 23, 708 face images captured “in-the-
wild” that cover a large variety of poses, illumination,
occlusions, resolution, and facial expressions. The images
are labelled by age, gender, and ethnicity and include
five ethnicity categories: White, Black, Asian, Indian and
Others. The ground truth of these labels was estimated
by the Deep Expectation (DEX) algorithm [25] and then
checked by human annotators.

Both datasets are widely used for age estimation and are
free for non-commercial use. Since we use pre-trained off-the-
shelf models for the analysis, no training data is required. We,
therefore, use all available image data from the two datasets
as the test data for experimentation. A few example images
from the two datasets are shown in Fig.

Experimental setup. To evaluate age estimation perfor-
mance while also analysing race and gender bias, we partition
the test data into different groups of interest, as also illustrated
in Fig. B] For analysing gender bias, we simply separate
images into male (M group) and female (F group) categories
based on the available image annotations. For analysing race
bias, we similarly generate race categories. The number of
race categories is defined by the available race labels in both
datasets. As already indicated above, the UTKFace dataset
provides 5 race labels, denoting White (W), Black (B), Asian
(A), Indian (I), and Others (O) subjects. The APPA-REAL
dataset only provides three separate race labels for Caucasian
(W), Afro-American (B) and Asian (A). Furthermore, we
generate combined gender-race sub-groups by additionally
separating each race group by gender. In doing so, we intend
to produce specific results for these sub-groups and provide an
explicit comparison between them. This helps us determine if
any sub-group stands out and has a specifically large impact on
the performance of any particular group (e.g., whether white
males affect the results for males the most). Since we can
compare both genders within the same race group and vice
versa, we can also investigate whether the models generate
consistent deviations in performance throughout all groups,
e.g., if one gender consistently over- or under-performs when
compared to the opposite gender for a given race.

Performance metrics. In order to evaluate and compare
the performance of the selected age estimation models on
various demographic sub-group, we report Mean Absolute
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Fig. 3: Schematic demonstration of the methodology used to
analyze gender and race bias of deep age estimation models.

Error (MAE) scores, which serve as indicators of the average
performance of the age estimators:

1 n
MAE = =" |y; — 4
n |y] yj|7

=1

(1)

where n denotes the number of all test images, and §; and y;
represent the predicted and the ground truth age, respectively.

Additionally, we also report the Root Mean Squared Error
(RMSE), which emphasizes larger age estimation errors and
penalizes them more:

RMSE = 2)

1 & .
-~ >y = 451%
j=1

where n, §; and y; again represent the same variables as in
Eq. (T). The two metrics represent the literature standard when

evaluating age estimation models [29], [T1], [31, [221, [16].

IV. EXPERIMENTAL RESULTS

In this section we present our experimental procedure in
analysing gender and race bias of the considered CNN models.
We start the section by describing our experimental setup and
the used performance metrics and then present our final results.

Baseline age estimation performance: In the first series of
experiments, we assess the performance of the three models
over all available test data of the UTKFace and APPA-REAL.
We test all models on the APPA-REAL dataset, but exclude
the WideResNet-UTK models from the experiments on the
UTKFace dataset, because this datasets was used to train the
model.

The MAE and RMSE values reported in Tables [I] and [II]
show estimation errors averaging between 6 and 10 years
in terms of MAE and between 9 and 14 years in terms
of RMSE. These results are a little above the current state-
of-the-art, which we ascribe to the preprocessing procedure,
where we do not explicitly align faces based on landmarks
after the detection step. However, the absolute values of the
performance metrics are not critical, as our focus in this study
is on the relative comparison of the performance scores across
different demographic groups and sub-groups.

Overall, we observe that the error scores for the APPA-
REAL dataset are lower than for the UTKFace dataset, which
points to a difference in the difficulty of the two datasets and a
better fit of the off-the-shelf models for the type of data present



TABLE I: MAE and RMSE values (in years) for different race and gender groups. The groups are labelled with first letters
for gender: Male (M) and Female (F), and race: White (W), Black (B), Asian (A), Indian (I) and Others (O). APPA-REAL

does not have Indian (I) and Others (O) categories.

Subgroup Division & Performance Metrics

Model Test Gender Race
dataset MAE (yrs.) RMSE (yrs.) MAE (yrs.) RMSE (yrs.)
M F M F W B A T 0 W B A I 0

. UTKFace - - - - - - - - - - - - - -
WideResNet-UTK \ pp\ REAL 645 772 867 1020 703 769 736 - . 941 994 965 . .

. UTKFace 883 891 1210 11.90 979 771 956 802 699 1360 11.10 1340 11.00 939
WideResNet-IMDB - bp\ REAL 689 801 899 1040 738 865 770 - . 963 1060 1010 - .
FaceNet UTKFace 822 820 1120 11.50 822 725 104 766 7.68 1120 10.10 1430 1020 10.70

APPA-REAL  7.69 795 1070 11.10 779 823 785 - - 1090 1050 1060 - .
Averane UTKFace 8§52 855 116 117 901 748 908 784 734 1240 1060 139 1060 10.10
g APPA-REAL 701 789 945 1057 740 819 764 - . 998 1030 10.10 - .

TABLE II: MAE scores (in years) for demographic sub-groups divided by both gender and race. The labels represent combined
gender-race sub-groups with the first letter encoding the gender and the second letter the race - Male (M), Female (F) and

White (W), Black (B), Asian (A) Indian (I) and Other (O), e.g., Male Asian - MA.

MAE of Race-Gender Divided Sub-Groups (yrs.)

Model Test dataset —Go—w— N3 FB MA  FA _MI__FI MO FO

. UTKFace - - - - - - - - - -
WideResNet-UTK  pp  REAL 633 775 747 789 736 737 - . - -

) UTKFace 908 1070 772 7.69 1130 810 826 771 699 698
WideResNet-IMDB )\ REAL 680 798 813 912 747 780 - - - -
FaceNet UTKFace 780 861 7.3 736 1190 9.06 7.84 742 742 7.90

APPA-REAL 7.66 794 819 826 769 798 - - - -
Averaze UTKFace 849 963 743 1753 1160 858 805 757 7121 744
8 APPA-REAL 693 7.89 793 842 751 175 - . . -

in APPA-REAL. When comparing models, we notice that the
two WideResNet models perform similarly regardless of the
training data. The performance difference between the models
is minimal with a slight edge for the WideResNet-UTK model.
The FaceNet model, on the other hand, outperforms both
WideResNet models on the APPA-REAL data, but performs
worse than WideResNet-IMDB on the UTKFace dataset.

Gender group comparison: Comparing the results reported
in TableE]for each gender, we observe noticeable differences in
the calculated MAE and RMSE scores. Male subjects result in
more accurate age predictions with both WideResNet models
when tested on the APPA-REAL dataset regardless of the data
used to train the models. Here, the MAE differences for the
two genders are in the range of a 1.5 years. The results for the
FaceNet model show less divergence between genders, but still
slightly favor male subjects over females. The performance
difference is significantly smaller on the UTKFace dataset. On
this dataset all models performs similarly for both genders with
minimal differences in MAE and RMSE scores. Overall, we
observe that that age estimation is more accurate (or at least
comparable) for male subjects than for female ones, which
may be related in part to the use of makeup, which affects
female facial appearance and consequently age estimation.
Given the fact that UTKFace is approximately gender balanced
(with a ratio of 10 : 9 in favor of males), while IMDB-WIKI is
not (a ratio of 14 : 10 in favor of males) the difference in the
performance cannot be ascribed to the training data. Instead,
it appears that the model architecture and training procedure

(observe results for FaceNet) as well as the characteristics of
the test images have a much larger impact on age estimation
results in our experiments.

Race group comparison: When looking at the MAE and
RMSE scores for different race groups in Table [, we observe
clear differences in performances of individual groups. The
results are similar for all three considered models, but vary
greatly among the two test datasets. The main reason for this is
the inconsistent race partitioning between datasets, where the
race labels of the two datasets may not necessarily correspond
to subjects from the same races. For example, APPA-REAL
does not have an Indian label, which suggest that Indians are
likely part of the White (W) label. We therefore discuss results
separately for each of the two test datasets.

On the APPA-REAL dataset the performance is consistent
for all three models. The estimation errors are comparable for
the White (W) and Asian (A) groups followed by the Black
(B) demographic group, where we observe between 0.4 and
1.2 years larger MAE scores compared to the best performing
race group. Interestingly, on the UTKFace dataset, we observe
a very different setting. Here, the Other (O) and Black (B) race
groups result in the lowest age estimation errors, followed by
the Indian (I) race group. Here, the largest errors are observed
for the White (W) and Asian (A) groups. This observation is
particularly interesting and points to the fact that other data
characteristics have a much greater impact on age estimation
performance than race. Our experiments did not identify
a consistent trend with respect to race-related performance



variations, but point to the need for establishing consistent
quality criteria (e.g., with respect to pose, illumination, image
quality, etc.) across different demographic groups to be able
to compare age estimation performance across race groups
irrespective of other image-quality factors.

Gender-race sub-group comparison: In Table [l we report
MAE scores for sub-groups of subjects partitioned with respect
to race and gender. We do not report RMSE results for
this experiments to keep the table uncluttered. While most
results are consistent with our previous findings, we notice
some exceptions. When comparing the gender-divided Asian
(A) group results, we observe that male subjects performs
a lot worse than female subjects on the UTKFace dataset
for both tested models, which affects the overall Asian (A)
group results discussed in the previous section. Other than
this, male subjects produce better results than female subjects
in all race categories (the Male Indian (MI) sub-group from
UTKFace dataset being the only additional exception with
minor differences). Interestingly, the MA sub-groups also
appears to have been the deciding group in the gender-oriented
experiments that balanced the performances of the FaceNet
model on the UTKFace dataset, since we see that FaceNet
performs better for males than for females on all other sub-
groups. When examining results on the APPA-REAL dataset
we observe a comparable results between genders across all
races with the biggest gap between male and female subject
being observed for the category of White (W) subjects.

V. CONCLUSION

In this study, we systematically analysed the performance
of two off-the-shelf deep age estimation models based on face
images from two publicly available datasets, UTKFace and
APPA-REAL. By performing age estimation on demographic
sub-categories of interest, we took a deeper look into race
and gender bias. Current datasets used when training and
testing age estimation models do not represent all races and
both genders equally. We observed a tendency in the tested
models to perform better with male subjects than with female
ones, but did not identify a clear and consistent bias towards
any particular race. Test dataset characteristics (especially
for uncontrolled face images), such as image-quality, pose,
illumination, occlusion and the like appear to have a bigger
impact on age estimation performance than race. Nevertheless,
additional research is needed to better understand the factors
affecting age estimation performance. A particular problem
here seems to be the lack of consistent quality boundaries
across different demographic groups that would allow to
evaluate the performance of current models on equal footing.
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