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A B S T R A C T

The sclera is a recently emergent biometric modality with many desirable characteristics. However, most
literature solutions for sclera-based recognition rely on sequences of complex deep networks with significant
computational overhead. In this paper, we propose a lightweight multitask-based sclera feature extractor. The
proposed GazeNet network has a computational complexity below 1 GFLOP, making it appropriate for less
capable devices like smartphones and head-mounted displays. Our experiments show that GazeNet (which is
based on the SqueezeNet architecture) outperforms both the base SqueezeNet model as well as the more
computationally intensive ScleraNET model from the literature. Thus, we demonstrate that our proposed
gaze-direction multitask learning procedure, along with careful lightweight architecture selection, leads to
computationally efficient networks with high recognition performance.
1. Introduction

Biometric recognition technology focuses on recognising individ-
uals based on their body and behavioural characteristics, such as
the face [1], fingerprints and fingermarks [2], DNA [3], retina [4],
iris [5], periocular region [6], or ears [7,8]. Sclera recognition is
a subfield of biometric identity recognition that instead utilises the
vascular structures in the sclera (i.e. the white region of the eye).
However, existing sclera recognition approaches often rely on exces-
sively large and complex network architectures [9,10] with signifi-
cant memory and computational cost. Sclera recognition is typically
performed in four distinct steps [10]: sclera segmentation, vessel en-
hancement/segmentation, feature extraction, and identity matching.
The identity matching is generally performed via simple vector dis-
tance computation with very low computational cost. The segmentation
steps, on the other hand, tend to employ encoder–decoder architec-
tures [11]. This double-network design, along with its often-employed
skip connections, causes even the more lightweight models (such as
RITnet [12,13]) to have a relatively high computational complexity
and thus these models may require further compression for use on
less capable hardware [14]. The feature extraction step, in contrast,
commonly relies on classification-style models, which typically have a
single-downstream-network design, allowing for lower computational
complexity. For reference, RITnet [12] (designed to process 640 × 400
pixel images) is considered a lightweight segmentation solution and
requires 16 GFLOPs (i.e. 16 × 109 floating point operations) for a single
forward pass [14]. ScleraNET [9] (designed to process 400 × 400
pixel images), on the other hand, was not designed to be lightweight,

∗ Corresponding author.
E-mail address: matej.vitek@fri.uni-lj.si (M. Vitek).

but as we show in this paper, it still requires only 7.73 GFLOPs (12.5
GFLOPs if we processed 640 × 400 pixel images for consistency) for
a single image. However, with model compression [14], the FLOP
requirement of segmentation can be reduced, bringing its complexity on
par with the feature extraction step. Since feature extraction relies on
classification architectures and lightweight classification architectures
already exist [15–22], our focus in this paper is on the selection of
the appropriate architecture and the subsequent adaptations that can
be made to improve its performance in the task of open-set sclera
feature extraction. With this careful architecture design, we reduce the
computational complexity of feature extraction without a performance
cost and once again make segmentation the computational bottleneck
of the entire recognition pipeline.

Specifically, in this paper, we propose two versions of GazeNet, a
lightweight feature extraction network based on the SqueezeNet [18]
architecture. The two versions (1.0 and 1.1) are of different sizes,
similar to the original SqueezeNet [18]. The proposed GazeNet ar-
chitecture contains two objective heads, designed for training in a
multitask learning setup. We show that such multitask learning leads
to better generalisation capabilities of the model, particularly with
smaller, more lightweight networks. The results presented in this work
show that the FLOPs for feature extraction can be decreased substan-
tially relative to the literature approach without negatively impact-
ing the overall recognition accuracy. It should be noted, however,
that several lightweight networks we initially tested performed signif-
icantly worse. Among those were several visual transformers, specifi-
cally TinyViT [15], MetaFormer [16], and LVT [17], all of which failed
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to converge in training. This is perhaps unsurprising since transformer
rchitectures tend to require larger training datasets than CNNs [23],

although steps have recently been proposed to alleviate this issue in vi-
sion transformers [24], in particular. However, even several lightweight
CNNs, such as EfficientNet [19], MobileNet [20,21], and RegNet [22]
erformed poorly. Therefore, particularly at lower model complexi-
ies, carefully selecting the base architecture is crucial for successful
ecognition.

In summary, our paper makes the following contributions:

• We propose GazeNet, a novel two-headed lightweight network
design based on the SqueezeNet architecture. GazeNet is trained
to predict both the subject identity and the gaze direction of
the image. The gaze direction is a crucial image characteristic
in sclera recognition, as it determines which parts of the sclera
vasculature are exposed in the image. As such, training the model
to extract gaze-related features leads to better results, particularly
in the lightweight scenario, where (i) parameter and feature
efficiency is crucial and (ii) explicit vessel segmentation is not
performed.

• Following established evaluation methodology [9], we compre-
hensively investigate how various image and subject character-
istics affect recognition performance in the lightweight setting.
We affirm the slight decrease in recognition accuracy on older
subjects, while no such correlation is found in respect to sub-
ject gender, following similar observations made in [9]. In our
evaluation, we show that GazeNet matches or outperforms all
other methods, including the SqueezeNet architecture it is based
on. GazeNet also displays a high degree of robustness to var-
ious perturbations in the recognition process, such as reduced
image resolution or the removal of gaze directions in the subject
galleries.

• We explore the correlation between model complexity and per-
formance, and we show that our proposed GazeNet network
lands in the sweet-spot of state-of-the-art performance and a
sufficiently low FLOP count to be viable for deployment on mod-
ern lightweight devices (such as smartphones). As part of the
experimental work we also perform a detailed analysis of the com-
putational complexity of the GazeNet, SqueezeNet, and ScleraNet
networks, as well as the classical feature extractor methods SIFT,
SURF, ORB, and dense SIFT.

The remainder of the paper is structured as follows. Section 2
overviews the existing literature in the fields of sclera recognition and
lightweight deep network development. In Section 3, the multitask

azeNet architecture, which is the chief contribution of this paper, is
xplained in detail. The same section also contains a figure overviewing
he architecture, as well as a detailed analysis of the computational
omplexities of its components and of the other evaluated approaches.
ection 4 contains the experimental results of the paper, including

a comprehensive investigation into how various factors affect sclera
recognition accuracy. The section compares our GazeNet network to
the existing solutions from the literature (both classical hand-crafted
and CNN-based), and it also studies the impact of our proposed training
process in the various experimental settings through the comparisons of
SqueezeNet and GazeNet. Finally, Section 5 concludes our paper with
a summary of the presented results and the future outlook.

2. Related work

2.1. Sclera recognition

As discussed in the previous section, typical sclera recognition
systems consist of three distinct steps that require significant com-
putational power: (𝑖) sclera segmentation, (𝑖𝑖) vessel segmentation/
enhancement, (𝑖𝑖𝑖) feature extraction and identity matching. Each of

these steps typically requires its own solution. The first step, sclera
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segmentation, extracts the relevant region of interest (ROI) from the
image. It is so far the most studied step in the literature, and a
recent source of sclera segmentation solutions is the Sclera Segmen-
tation Benchmarking Challenge (SSBC), which was organised several
years in a row at major biometric conferences [25–29]. The 2020
edition of the SSBC [11] showed the superiority of deep models over
classical hand-crafted approaches to sclera segmentation. Research of
the remaining two steps is scarcer. The idea of the explicit vessel
segmentation/enhancement in the second step is to isolate the relevant
informative structures in the ROI extracted in the previous step and
eliminate the (mostly just noisy white) remainder of the sclera region.

his step is explored more in-depth in [10], which points to superior
performance of deep networks, although, as shown in [9], when we use
deep networks, the step may not be crucial for successful performance.
This is important when trying to design a lightweight solution, as it
allows us to omit a key source of computational complexity in the
ntire recognition system. The final step extracts the key features of the
ascular structures obtained in the previous steps into a feature vector,
hich can be compared for the purposes of identity matching. This step

s explored in [9,30], where deep networks are again shown to be the
est approach. In this work, we provide an extended analysis of feature

extraction. We discuss various feature extraction techniques and once
again show the superiority that deep recognition models exhibit over
classical solutions.

2.2. Lightweight deep models

While the sclera has been gaining popularity as a biometric modality
n recent years, most of the current research relies on heavy and com-
utationally complex deep networks [11]. However, in real-world ap-

plications, there is growing demand for more computationally efficient
olutions as biometric systems are being deployed more commonly on
ore lightweight devices, such as smartphones or head-mounted dis-
lays [13]. In the field of convolutional networks, model compression

has been a common avenue of research, dating back all the way to the
very inception of convolutional neural networks in the form of filter
pruning [31]. Several other mechanisms of model compression have
been conceived since, most prominently knowledge distillation [32,33],
approximate multiplication [34], quantisation [35], weight sharing
[36], low-rank approximation [37], and the Winograd transformation
[38].

Many of the sclera segmentation models from the literature, such
as the models from SSBC [11,28,29] competitions, are complex in
terms of both computation and memory requirements, since they were
not designed with less capable hardware in mind. Lightweight solu-
tions are scarcer, although the OpenEDS competition [13] recently
organised by Facebook focused on model complexity alongside its
performance, and produced several lightweight solutions. However,
ue to the heavy weight and lower bound the organisers imposed

on the memory footprint part of the scoring criterion, all the most
successful performers (according to their score) were lightweight mod-
els that were designed from scratch to have precisely 1MB worth of
parameters. Such lightweight design from scratch has been shown to
outperform the model compression approaches listed above in certain
cases [39], however it has the downside that it predefines a specific
model size and performance when the model is designed, whereas
model compression methods often allow for more control of the trade-
off between model size and performance. For instance, this requirement
f 1MB is already quite outdated in the case of mobile devices, as

modern smartphones normally have several GB of memory available.
Additionally, this approach does not allow any discussion of over- or
under-parameterisation of the segmentation models, i.e. whether the
model sizes and complexities could be reduced without a (significant)
loss of accuracy in the given task, or whether the addition of extra
parameters (usually in the form of extra layers or filters) would im-

14],
prove performance. This aspect is explored in more detail in [
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Table 1
The ScleraNET architecture. Note that the convolutional layers (aside from the initial
ne) implement padding to maintain the feature map size, which is only downsized
n the max-pooling layers. The first dotted line denotes the cut-off point where the
etwork is pruned after training to function as a feature extractor (rather than a closed-
et classifier) – this is why the FLOP computation excludes the layers after this line.
he second dotted line separates the two heads that are connected in parallel to the
eature extractor part of the network.

Layer Layer size∗ Output size FLOPs [M] #Params. [k]

Input 400 × 400 × 3
Conv 7 × 7/2 (128) 197 × 197 × 128 730 19
MaxPool 2 × 2/2 98 × 98 × 128
Conv 3 × 3/1 (128) 98 × 98 × 128 1416 148
Conv 3 × 3/1 (128) 98 × 98 × 128 1416 148
MaxPool 2 × 2/2 49 × 49 × 128
Conv 3 × 3/1 (256) 49 × 49 × 256 708 295
Conv 3 × 3/1 (256) 49 × 49 × 256 1416 590
MaxPool 2 × 2/2 24 × 24 × 256
Conv 3 × 3/1 (512) 24 × 24 × 512 679 1180
Conv 3 × 3/1 (512) 24 × 24 × 512 1359 2360
MaxPool 2 × 2/2 12 × 12 × 512
AvgPool 12 × 12/1 512

𝛴 = 7724 𝛴 = 4740
ID Dense 512 512

Dense 120 120

Gaze Dense 512 512
Dense 4 4

∗ For convolutional/pooling layers: filter size/stride (number of filters).
For dense layers: number of neurons in layer.

where even the winner of OpenEDS [13], RITnet [12], is shown to be
overparameterised in several sclera and ocular segmentation tasks.

Due to the encoder–decoder design common in segmentation mod-
els, it is quite difficult to find lightweight segmentation models in the
context of sclera segmentation. As such, we need to rely on model
compression methods described in the first paragraph of this section
for the segmentation models [14]. In the feature extraction domain,
on the other hand, we mainly rely on network architectures designed
for image classification. Many such architectures are already designed
in a lightweight manner, some of the most prominent being Efficient-
Net [19], MobileNet [20,21], SqueezeNet [18], ShuffleNet [40,41], and

egNet [22]. Recently, vision transformers [42] have become another
common approach in image classification, and lightweight variations,
such as TinyViT [15], MetaFormer [16], and LVT [17], soon followed

ith performances comparable to classical convolutional designs. How-
ver, these lightweight classification models have not yet been adapted

to the task of open-set sclera vessel feature extraction that we require
in sclera recognition. In this work we show that carefully selected
lightweight architectures can be adapted to this task without a negative
impact on the accuracy of recognition relative to more heavyweight
feature extractors from the literature.

3. Methodology

This paper loosely follows the experimental design of [9], utilising
he same AlexNet-like convolutional neural network ScleraNET [9].

We summarise the architecture of ScleraNET along with its required
FLOPs to process a single 400 × 400 pixel image in Table 1. Note
hat the model’s two heads are cut off after training to turn it into

a feature extractor, applicable to open-set recognition. For details on
the architecture, we refer the reader to [9,10]. It is important to note
hat we count one multiplication and one addition as a single operation
hen reporting the computational complexity of the models, as mod-
rn processor architectures implement such a pair as a single MAC
multiply-accumulate) instruction [43].

The lightweight recognition results of this paper are obtained with
the 1.0 and 1.1 versions of our proposed GazeNet network. GazeNet is
663 
Table 2
The GazeNet 1.0 architecture. The model is cut off at the first dotted line after training
to function as a feature extractor (rather than a closed-set classifier), so the prediction
heads are not included in the FLOP computation. The second dotted line separates the
two heads that are connected in parallel to the feature extractor part of the network.

Layer/Module Filters∗ Output size FLOPs [M] #Params. [k]

Input 400 × 400 × 3
Conv 7 × 7/2 (96) 197 × 197 × 96 548 14
MaxPool 3 × 3/2 98 × 98 × 96
Fire 16, 64, 64 98 × 98 × 128 113 12
Fire 16, 64, 64 98 × 98 × 128 118 12
Fire 32, 128, 128 98 × 98 × 256 433 45
MaxPool 3 × 3/2 49 × 49 × 256
Fire 32, 128, 128 49 × 49 × 256 118 49
Fire 48, 192, 192 49 × 49 × 384 251 105
Fire 48, 192, 192 49 × 49 × 384 266 111
Fire 64, 256, 256 49 × 49 × 512 452 189
MaxPool 3 × 3/2 24 × 24 × 512
Fire 64, 256, 256 24 × 24 × 512 113 197

𝛴 = 2412 𝛴 = 734
ID Conv 1 × 1/1 (120) 24 × 24 × 120

AvgPool 24 × 24/1 120

Gaze Conv 1 × 1/1 (4) 24 × 24 × 4
AvgPool 24 × 24/1 4

∗For convolutional/pooling layers: filter size/stride (number of filters).
For Fire modules: 𝑠1×1, 𝑒1×1, 𝑒3×3.

based on SqueezeNet [18], which is another AlexNet-like convolutional
neural network that replaces convolutional layers in the downstream
blocks with fire modules. A fire module consists of a 1 × 1 squeeze
convolution layer with 𝑠1×1 filters, and an expand layer with 𝑒1×1 1 × 1
filters and 𝑒3×3 3 × 3 filters. The key idea of the fire module is to use
1 × 1 convolutions to (i) partially replace 3 × 3 convolutions, and
(ii) limit the number of input channels into 3 × 3 convolutions. The
network ends with a 1 × 1 convolutional layer with the same number
of output channels as there are classes in the training dataset, followed
by a global average pooling (GAP) layer. These two layers replace the
fully connected layers in AlexNet, and are the two layers we cut off after
training to turn the network from a closed-set classifier into an open-set
eature extractor. For additional strategies behind the network design,

as well as implementation details, we refer the reader to the original
paper [18].

Our proposed GazeNet network, displayed in Fig. 1, relies on mul-
titask learning. The network has a similar design to the SqueezeNet
architecture, however it contains two predictive heads, each of which
consists of a 1 × 1 convolution and a GAP layer. One of the heads is
asked with predicting the subject identity, while the other predicts

the gaze direction in the input image. Note again that the heads are
only present during learning and are cut off afterwards to turn the
network into a feature extractor. As shown in [9], the gaze direction
heavily affects matching accuracy, since different vascular structures
are visible in different gaze directions. As such, in this paper we posit
(and show through our experimental work) that such two-task training
allows the model to better learn the crucial features, leading to higher
performance and better generalisation. The overall architecture of our
proposed network, along with its FLOP count, is detailed in Table 2.

The original SqueezeNet network comes in two different versions of
different sizes: 1.0 and 1.1. For consistency’s sake, we mirror this ap-
proach and propose corresponding 1.0 and 1.1 versions of our GazeNet
network. As we can see from Table 2, the GazeNet 1.0 architecture
equires 2.41 GFLOPs to process a single image, which is roughly 1

3 of
the computational complexity of ScleraNET. The 1.1 version reduces
the number and size of the filters in the initial convolutional layer
from 96 filters of size 7 × 7 to 64 filters of size 3 × 3 and it moves
he max-pooling layers from after the 3rd and 7th fire blocks to after

the 2nd and 4th fire blocks in order to downsize the input faster. With
these changes, the GazeNet 1.1 version can process a single 400 × 400



M. Vitek et al. Alexandria Engineering Journal 112 (2025) 661–671 
Fig. 1. The proposed GazeNet network, based on the SqueezeNet [18] architecture. Note the two output heads, one for predicting subject ID and one for predicting the gaze
direction.
Table 3
The GazeNet 1.1 architecture. The model is cut off at the first dotted line after training,
so the prediction heads are not included in the FLOP computation. The second dotted
line separates the two heads that are connected in parallel to the feature extractor part
of the network.

Layer/Module Filters∗ Output size FLOPs[M] #Params. [k]

Input 400 × 400 × 3
Conv 3 × 3/2 (64) 199 × 199 × 64 68 2
MaxPool 3 × 3/2 99 × 99 × 64
Fire 16, 64, 64 99 × 99 × 128 110 11
Fire 16, 64, 64 99 × 99 × 128 120 12
MaxPool 3 × 3/2 49 × 49 × 128
Fire 32, 128, 128 49 × 49 × 256 108 45
Fire 32, 128, 128 49 × 49 × 256 118 49
MaxPool 3 × 3/2 24 × 24 × 256
Fire 48, 192, 192 24 × 24 × 384 60 105
Fire 48, 192, 192 24 × 24 × 384 64 111
Fire 64, 256, 256 24 × 24 × 512 109 189
Fire 64, 256, 256 24 × 24 × 512 113 197

𝛴 = 870 𝛴 = 721
ID Conv 1 × 1/1 (120) 24 × 24 × 120

AvgPool 24 × 24/1 120

Gaze Conv 1 × 1/1 (4) 24 × 24 × 4
AvgPool 24 × 24/1 4

∗For convolutional/pooling layers: filter size/stride (number of filters).
For Fire modules: 𝑠1×1, 𝑒1×1, 𝑒3×3.

pixel image with just 870 MFLOPs, as seen in Table 3. This is roughly
1
3 of GazeNet 1.0 computational complexity, and an entire order of
magnitude less than the complexity of ScleraNET.

Additionally, we compare our methods with classical descriptor-
based methods SIFT [44], dense SIFT [45], SURF [46], and ORB [47].
The descriptor-based methods additionally rely on KNN when com-
paring the descriptor vectors of two images (for details see [44]).
This matching process, unlike the cosine distance, has a non-negligible
computational cost relative to the cost of feature extraction.

The computational complexity of SIFT is difficult to compute, as it
depends on many parameters, as well as unpredictable factors, such
as the number of keypoints detected in the image. Table 4 provides
the number of FLOPs required to process a 400 × 400 pixel image
using SIFT, estimated using the formulas from Table 2.1 in [48]. The
formula for the KNN part is not provided in this work, but we can
derive it using the same notation. There are (𝛼 ⋅ 𝛽 + 𝛾) ⋅𝑁2 descriptors
computed in SIFT, where 𝑁 ×𝑁 is the size of the input image, 𝛼 is the
proportion of extrema among all pixels, 𝛽 is the proportion of detected
keypoints among all extrema, and 𝛾 is the fraction of keypoints added
in the orientation assignment stage among all pixels, following the
parameters’ definitions from [48]. The concrete values of 𝛼, 𝛽, and 𝛾
664 
Table 4
The steps of the SIFT algorithm and their required
FLOPs to process a single 400 × 400 pixel image. The
FLOPs are estimated using formulas from [48]. The
dotted line separates the feature extraction and feature
vector matching stages. The matching stage assumes a
template image in the gallery with its SIFT descriptors
pre-computed.
Step MFLOPs

Gaussian Blurring 48
Difference of Gaussian 2
Scale-space Extrema Detection 50
Keypoint Detection 0.2
Orientation Assignment 23
Keypoint Descriptor Generation 24

𝛴 = 147
KNN-matching 8

𝛴 = 155

used in our computation were determined experimentally on our input
data. Since KNN needs to compute the distance between each pair of
descriptors, it needs to compute roughly
((𝛼 ⋅ 𝛽 + 𝛾) ⋅𝑁2)2

2

distances. By default, Euclidean distance is used in descriptor com-
parisons, which for two vectors of length 𝑛 requires 𝑛 subtractions, 𝑛
multiplications (squares) and 𝑛 additions (accumulation). Since a multi-
plication and addition comprise a single MAC processor instruction, this
amounts to 2𝑛 total operations. Note that, depending on the processor
architecture, subtractions may be significantly faster to compute than
MAC operations, or the subtraction, squaring, and accumulation may
even be implemented as a single EDAC (Euclidean Distance and Accu-
mulate) operation, therefore this estimate may differ. The descriptor
length in SIFT is 𝑏⋅𝑥2

4 , where 𝑏 is the number of histogram bins and
2𝑥 × 2𝑥 is the descriptor neighbourhood size used in the descriptor
computation, again following the parameters’ definitions from [48].
Putting it all together, the formula for the total number of FLOPs in
KNN is:
((𝛼 ⋅ 𝛽 + 𝛾) ⋅𝑁2 ⋅ 𝑥)2 ⋅ 𝑏

4
(1)

Table 5 adapts the formulas from Table 4 to dense SIFT by replacing
(𝛼 ⋅ 𝛽 + 𝛾) ⋅ 𝑁2 (which corresponds to the total number of keypoints)
with 𝑁 , since instead of detected keypoints we use a

√

𝑁 ×
√

𝑁 grid
of points.
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Table 5
The required FLOPs to process a single 400 × 400
pixel image using dense SIFT. The formula was
adapted from the formulas in [48], replacing the
detected keypoints in the SIFT algorithm with a dense
grid of points. The dotted line separates the feature
extraction and feature vector matching stages.
Step MFLOPs

Gridpoint Descriptor Generation 39

KNN-matching 21

𝛴 = 60

4. Experiments

Our experimental work in this paper follows a similar evalua-
ion protocol to the one used in [9]. However, since our focus is on
ightweight recognition systems, we adopt the approach from Case

Study 3 in [9] to minimise the computational overhead introduced
by the segmentation stages. Specifically, we evaluate our recognition
models on segmented sclera images, without the additional explicit
vessel segmentation step. The experimental dataset, train/test split,
evaluation protocol, performance metrics, and baseline implementa-
tions follow the ones outlined in [9]. Throughout this section we
additionally mark all the metrics with either ↑ (meaning higher is
better) or ↓ (meaning lower is better) and the figures in this section
are best viewed online zoomed-in and in colour. The experiments in
his section compare the performance of the 1.0 and 1.1 versions of the

lightweight GazeNet and SqueezeNet networks, the performance of the
heavier ScleraNET model and the classical descriptor methods from [9].
Note that any comparisons of the corresponding (1.0 or 1.1) versions of
GazeNet and SqueezeNet directly evaluate the impact of our proposed
multitask training method, as the two network architectures are equiv-
alent in all other respects. An additional case study is added, which
explores the trade-off between recognition accuracy and computational
complexity, and the final case study investigates the impact of our gaze-
irection multitask learning process when faced with limited training

data. To facilitate reproduction and further studying of these results,
e make the code for all experimental work and model construction
ublicly available.1

4.1. GazeNet implementation details

We use the publicly available PyTorch implementation of
SqueezeNet2 [18] and append the parallel gaze prediction head. To
ensure a fair comparison, we train the models on the same SBVPI data
as the existing ScleraNET model [9], augmented via random rotations
(up to 15◦), horizontal and vertical translations (up to 10% of the image
size), image rescaling (to between 1

1.2× and 1.2× of the original size),
shearing (up to 5◦), brightness jitter (up to 0.1), and contrast jitter
up to 0.05). We train the models for 200 epochs, using the RMSprop

optimiser with the categorical cross-entropy loss, defined as:

𝐶 𝐶 𝐸 = − 1
𝑁

𝑁
∑

𝑖=1

𝐶
∑

𝑐=1
𝑦𝑖𝑐 log 𝑝𝑖𝑐 , (2)

where 𝑁 is the total number of samples, 𝐶 is the number of classes, 𝑦𝑖𝑐
re the true class labels (1 if sample 𝑖 belongs to class 𝑐, 0 otherwise),
nd 𝑝𝑖𝑐 are the predicted probabilities that sample 𝑖 belongs to class
(between 0 and 1). Since our two heads are trained on significantly
ifferent numbers of classes (there are 120 different identities, but only
 different gaze directions in the training data), we additionally balance

1 GitHub repository for the source code: https://github.com/MatejVitek/
EyeZ-v2.

2 Available from: https://pytorch.org/hub/pytorch_vision_squeezenet/.
 a
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the two losses before combining them. As such, each of our predictive
eads in fact uses class-balanced categorical cross-entropy, defined as:

𝐶 𝐵 𝐶 𝐶 𝐸 = − 1
𝑁

1
log𝐶

𝑁
∑

𝑖=1

𝐶
∑

𝑐=1
𝑦𝑖𝑐 log 𝑝𝑖𝑐 . (3)

The final loss is then obtained by combining the two predictive heads’
osses, as the following:

𝐿 = 𝛼 ⋅ 𝐶 𝐵 𝐶 𝐶 𝐸𝑖 + (1 − 𝛼) ⋅ 𝐶 𝐵 𝐶 𝐶 𝐸𝑔 , (4)

where 𝐶 𝐵 𝐶 𝐶 𝐸𝑖 is the identity-head loss, 𝐶 𝐵 𝐶 𝐶 𝐸𝑔 is the gaze-head
oss, and 𝛼 is the weighting parameter. The use of 𝐶 𝐵 𝐶 𝐶 𝐸 from Eq. (3)

instead of 𝐶 𝐶 𝐸 from Eq. (2) ensures the two losses are appropriately
balanced, while the 𝛼 parameter allows us to manually offset this bal-
ance as desired. We used the value of 𝛼 = 0.5 (i.e. fully-balanced loss)
in our experimental work, however preliminary experiments showed a
relatively consistent performance across non-extreme values of 𝛼. Note
that the value of 𝛼 = 1 implies the gaze loss is ignored, making our
network roughly equivalent to the original SqueezeNet, while 𝛼 = 0
gnores the identity loss, leading to significantly degraded performance.

50-fold random hyperparameter search was used to establish the
oncrete values for the initial learning rate (on the interval 1 × 10−7

to 1 × 10−2), final learning rate (1 × 10−9 to 1 × 10−3, only when
sing learning rate scheduling, which had a 50% probability), weight

decay (0 to 0.01), and momentum (0.5 to 1) for each version of the
odels. In the hyperparameter search, the highest validation accuracy
as achieved by all models with: learning rates in the range 2.2 ×
0−6 to 4.4 × 10−5 with no (or minimal) scheduling, weight decay in
he range 3.6 × 10−4 to 6.6 × 10−3, and momentum in the range 0.6
o 0.95. The relatively small best-performance hyperparameter ranges
aside from momentum) demonstrate the high degree of sensitivity
o hyperparameter selection in the training process. The models are
rained at a batch size of 16 on an NVIDIA RTX A5000 GPU. Note that
he left and right eye are considered to be different identities both in
raining and throughout the rest of this section.

4.2. Case Study 1: Sclera recognition

We first look at the overall recognition accuracy of the recognition
methods on the 400 × 400 pixel sclera images, with the scleras seg-
mented by the SegNet model from [9], using a gallery of 4 template
mages per subject per eye (1 for each gaze direction). Table 6 shows
he detailed numerical results of the overall recognition experiments,

reporting the mean (𝜇) and standard deviation (𝜎), computed over a 10-
old cross-evaluation, while Fig. 2 maps the verification rate (VER) and

false acceptance rate (FAR) values over different match-score thresh-
olds in the form of receiver operating characteristic (ROC) curves. From
the ROC curves in Fig. 2(a), we can see that the 1.0 and 1.1 versions
f the lightweight GazeNet network slightly outperform the heavier
cleraNET model, as well as all classical descriptor methods, overall.
s seen in Fig. 2(b), when the recognition system is tuned towards a

lower amount of false accept errors (i.e. low values of FAR), the two
lightweight networks significantly outperform all other methods.

Since the networks were trained on greyscale segmentation maps,
this case study can also be viewed as a test of the models’ generalisation
capabilities. Despite being trained on the vessel segmentation maps,
the three deep networks all maintain a high level of performance on
raw sclera images, implying the networks all learned a meaningful
representation of the vascular structure, regardless of the exact form
n which it is passed into the network. Of the four classical descriptor
ethods, only dense SIFT is competitive, while SIFT, SURF, and ORB
ll perform significantly worse.

https://github.com/MatejVitek/EyeZ-v2
https://github.com/MatejVitek/EyeZ-v2
https://pytorch.org/hub/pytorch_vision_squeezenet/
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Table 6
Results of the various recognition approaches with the best result in each column underlined. The lightweight
networks achieve the best results overall, outperforming even the heavyweight ScleraNET CNN.

Model VER@0.1FAR ↑ VER@1FAR ↑ EER ↓ AUC ↑

ScleraNET [9,10] 0.173 ± 0.003 0.381 ± 0.008 0.191 ± 0.002 0.889 ± 0.002
SqueezeNet 1.0 [18] 0.206 ± 0.004 0.427 ± 0.008 0.177 ± 0.003 0.902 ± 0.002
GazeNet 1.0 (ours) 𝟎.𝟐𝟑𝟕 ± 𝟎.𝟎𝟏𝟎 0.448 ± 0.009 0.174 ± 0.005 0.905 ± 0.004
SqueezeNet 1.1 [18] 0.170 ± 0.008 0.380 ± 0.011 0.190 ± 0.003 0.893 ± 0.003
GazeNet 1.1 (ours) 0.216 ± 0.005 𝟎.𝟒𝟓𝟎 ± 𝟎.𝟎𝟏𝟎 𝟎.𝟏𝟕𝟐 ± 𝟎.𝟎𝟎𝟑 𝟎.𝟗𝟎𝟖 ± 𝟎.𝟎𝟎𝟐
SIFT [44] 0.004 ± 0.002 0.031 ± 0.005 0.422 ± 0.006 0.611 ± 0.005
SURF [46] 0.044 ± 0.005 0.170 ± 0.005 0.293 ± 0.005 0.779 ± 0.004
ORB [47] 0.012 ± 0.001 0.054 ± 0.004 0.393 ± 0.006 0.650 ± 0.004
Dense SIFT [45] 0.144 ± 0.012 0.345 ± 0.012 0.192 ± 0.004 0.889 ± 0.003
m
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Fig. 2. Results of the overall sclera recognition experiments. The CNN models and
ense SIFT achieve the best overall performance.

4.3. Case Study 2: Recognition across subject characteristics

As subject characteristics can be an impactful source of performance
ifferentials in sclera biometrics [49], we additionally study the impact
f age and gender on the recognition performance. As in [9], we run

the experiments in two settings:

• within-group verification, where both mated and non-mated [50]
verification attempts are formed by pairing up images within a
specific age/gender group;

• between-group verification, where non-mated attempts pair up im-
ages of different age/gender groups.

The recognition results of the two GazeNet models across different
ges in Fig. 3 show that the models consistently perform worse on
mages belonging to older subjects, likely due to the decrease in the
larity of the vascular structure. No such conclusion can be drawn
egarding gender (Fig. 4) – while the 1.0 architectures seems to perform

marginally better on images from male subjects, there is not enough
consistency in the differences to imply any significant impact of gender
on the recognition accuracy. These results are in line with similar obser-
vations made in [9]. They may also partially be the result of unbalanced
epresentation in the training data, since the training data distribution
s skewed towards younger subjects, while being approximately gender-
alanced [9], although we note that in [9] the age discrepancy was
resent even with descriptor methods, which are not trained on the

data.

4.4. Case Study 3: Recognition with a limited gallery

In this case study we focus on the impact of gaze direction on
ecognition accuracy. Since the visible parts of the vascular structure
iffer greatly depending on the gaze direction, most of our experiments
re performed with each subject having 4 template images with dif-
erent gaze directions present in the gallery. Therefore, we study how
emoving one or more of those gaze directions from the subject’s gallery
ffects the recognition accuracy. Specifically, we conduct experiments
ith 3/2/1 random gaze directions in each template, and a final set of

xperiments with only the frontal gaze in the template. The motivation

ehind the frontal-gaze setting is that the frontal gaze best exposes a
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both parts of the sclera vasculature, implying that in this setting,
ethods that learn a holistic representation of the vascular structures
ill perform best.

The results of this study are displayed in Fig. 5. While dense SIFT
and ScleraNET perform comparably to the lightweight models with 3
gaze directions, once more gaze directions get removed, SqueezeNet
1.0 and both GazeNets all begin to noticeably outperform the other
approaches. Additionally, all deep models significantly improve their
results from the 1-random-gaze case to the frontal-gaze case, while
with the descriptor-based methods there is no significant difference
in performance between the two. This implies that the deep networks
consistently learn the representation of the entire visible vasculature
(which is most visible in the frontal gaze case) better than the de-
scriptor methods, and the lightweight GazeNet and SqueezeNet once
again display the best generalisation capabilities with more difficult
variations of the problem task. In addition, the 1.0 and 1.1 versions of
our GazeNet network again display the best performance overall, albeit
with a small margin over SqueezeNet 1.0.

4.5. Case Study 4: Recognition with smaller resolution

Next we look at how different recognition methods performed
ith lower-resolution images. In the results of Fig. 6 we see that

the lightweight networks outperform all other approaches (including
ScleraNET) by a significant margin in the lower-resolution experiments.
The 1.0 and 1.1 versions of SqueezeNet and GazeNet perform somewhat
imilarly down to the 192 × 192 resolution, while on the smaller
esolutions the larger 1.0 outperforms the smaller 1.1 version. The
.0 versions, in fact, maintain a stable performance even down to

the 64 × 64 resolution. The superior performance of the lightweight
etworks over ScleraNET may point to the larger, more complex archi-
ecture focusing more on the details rather than the overall vascular
tructure, which is detrimental when the details are lost or made
ess distinguishable. Additionally, the ScleraNET network downsamples
he input image twice as much as the SqueezeNet/GazeNet networks,
hich may also be detrimental with smaller image sizes. This obser-
ation is consistent with the fact that, while ScleraNET’s performance
tarts degrading from the 192 × 192 resolution onwards, the 1.1
etworks’ performance remains stable until the 96 × 96 resolution,
nd only then begins to fall off. With both these observations in
ind, we can see that shallower network architectures may in fact

e better at dealing with lower-resolution input than their deeper
eavyweight counterparts. Finally, our GazeNet again performs best
verall, although in this case this best performance is achieved with
he larger 1.0 version of the network.

4.6. Case Study 5: Recognition across time complexities

The experimental work in the previous case studies was concerned
nly with the accuracy of the feature extraction methods. As this paper
lso focuses on the computational complexity of the recognition mod-

els, this case study explores the trade-off between model complexity
nd recognition accuracy. In Fig. 7 we show how well methods with
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Fig. 3. Verification results among different age groups. The top row contains results of the experiments with within-group non-mated attempts and the bottom row the results of
the between-group experiments. The younger subjects consistently lead to higher recognition accuracy.
Fig. 4. Verification results on male (m) and female (f) subjects. The top row contains results of the experiments with within-group non-mated attempts and the bottom row the
esults of the between-group experiments. The 1.0 architectures seem to perform slightly better on male subjects, while 1.1 do not exhibit any consistent differences in performance.
c

o

t
i
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different computational complexities perform in feature extraction. The
computational complexities of SURF and ORB are approximated from
the formulas from Table 4, taking into account the differences between
the algorithms described in their respective papers [46,47]. Since FLOP
ounts do not always correlate with practical performance, we provide

a real-world comparison of the methods’ execution times in Appendix.
The plots of Fig. 7 once again demonstrate that, while the classical

descriptor methods are less computationally intensive, this comes at
a noticeable performance decrease. The descriptor-based methods also
trend towards better performance from the more computationally in-
tensive ones, with the exception of dense SIFT, which performs best,
despite being on the low end of computational complexity. On the
other hand, the ScleraNET network, despite requiring far more FLOPs
to process an image, does not outperform the lighter-weight networks,
and performs significantly worse than them at low FAR values. Addi-
tionally, our GazeNet 1.1 network performs the best overall, slightly
outperforming the larger GazeNet 1.0 in most metrics, making GazeNet
1.1 the optimal choice in the accuracy/complexity trade-off (with the
exception of dense SIFT, if excessively low computational complexity
is required).

These results point to the fact that networks used in feature ex-
raction in the task of sclera recognition can, with careful architecture
 (

667 
design, be brought to the under-1-GFLOP domain without losing ac-
uracy. What is more, at low FAR values, the lighter-weight networks

in our experiments actually significantly outperform the heavyweight
network. These observations are in line with similar observations made
about sclera segmentation in [14], where lighter-weight models often
utperformed their heavyweight counterparts.

4.7. Case Study 6: Recognition with limited training data

In the final case study, we perform an ablation study, investigating
the effect of our novel training approach when the models are trained
on limited training data. We train the two multitask models GazeNet
1.0 and 1.1, as well as their corresponding singletask counterparts
SqueezeNet 1.0 and 1.1, on smaller parts of the training dataset,
specifically at 10%, 33%, and 67% of the original training data.

The results in Fig. 8 demonstrate that, particularly with the smaller
1.1 architectures, our multitask gaze-direction-based training approach
leads to significant improvements in the model performance when
rained on low amounts of data. Additionally, while the 10% datapoint
s an outlier in several regards (mainly due to the intrinsic randomness
f training at such low amounts of data), at the remaining datapoints
33%, 67%, 100%), both GazeNet models consistently improve their
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Fig. 5. Verification results, given different gallery sizes. The first three experiments
eature a random selection of 3/2/1 gaze directions in the gallery for each subject,

while the last has only the frontal gaze. The deep models and dense SIFT perform
omparably with the 3- and 2-random-view galleries, while in the single-view gallery
xperiments the lightweight models GazeNet 1.0 and 1.1, as well as SqueezeNet 1.0,
utperform all other approaches.

Fig. 6. Verification results on different input image resolutions. The first image gives
he results of the original inputs, while the rest use input images downscaled with the
anczos filter. The lightweight networks convincingly outperform all other approaches
n the downsampled cases.
o

668 
Fig. 7. Trade-off between model complexity and recognition accuracy. The 𝑥-axis
represents the models’ computational complexities in FLOPs on a logarithmic scale.
The areas of the translucent circles denote the number of parameters of the respective
deep network (i.e. its memory footprint). The top row contains the metrics evaluating
the performance at low amounts of false accepts, while the bottom row contains the
metrics measuring the overall performance.

Fig. 8. Verification results of models trained with limited amounts of training data.
The 10% datapoint is an outlier, where the 1.0 architectures outperform the smaller
1.1 models and the performance at low FAR values differs significantly from the overall
performance. However, at the remaining datapoints, the performance at low FAR values
and overall performance are consistent, the 1.1 architectures consistently outperform
heir 1.0 counterparts, and all models aside from SqueezeNet 1.1 consistently improve
heir performance with more training data.

overall performance when more data is added to the training set, while
queezeNet 1.1’s performance stagnates and even drops slightly from
he 67% to the 100% datapoint.

This ablation study demonstrates the positive impact of our multi-
task training process, particularly in the case where only low amounts
f training data are available. Since SBVPI is currently, to the best of
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our knowledge, the only available dataset with manual markups of the
sclera vessels and only contains roughly 130 such markups, the ability
to train models with limited data is important.

5. Conclusion

In this paper, we developed two versions (1.0 and 1.1) of our
ightweight feature extractor network GazeNet. We showed that the
lassical descriptor-based methods are significantly less computation-
lly intensive than deep convolutional networks, however they also
end to perform noticeably worse than the deep networks, particu-
arly in terms of generalisation and in the case of more challenging
nputs. On the other hand, we showed that lightweight deep models,
ven down to an order of magnitude smaller than existing solutions,
an perform feature extraction with a comparable (and often even
reater) recognition accuracy. The lightweight GazeNet models showed
ven greater robustness to inputs with different image characteristics
resolution in Section 4.5 or the absence of gaze directions in the

subject gallery in Section 4.4) than the heavyweight ScleraNET [9].
This may point to the more complex ScleraNET model focusing too
much on the details, colour characteristics, etc. of the vessel images,
while the lightweight networks focus solely on the general structure
of the vessels, leading to better results in these scenarios. Our exten-
sive experimental work also confirmed the slight negative correlation
between subject age and recognition performance seen in [9], while
o (or minimal) correlation was found in regards to subject gender.

With all the results in mind, our GazeNet 1.1 represents the best overall
feature extractor in terms of the performance/complexity trade-off in
our experiments, although GazeNet 1.0 is the better solution with
excessively low-resolution images or excessively low amounts of train-
ing data, and dense SIFT is a reasonable alternative if even GazeNet
1.1’s computational complexity exceeds our requirements, although
this will rarely be the case in practice, since even lightweight solutions
in the segmentation stages require at least an order of magnitude
more computations, making GazeNet 1.1’s computational complexity
negligible in comparison.

For future work, we plan to expand the experimental work to more
datasets, such as MOBIUS [49,51], as we are interested in how well
the small models adapt to more diverse data being present in training
and evaluation. Additionally, in line with the experiments from [14],
we intend to study the bias present in the feature extraction stage, as
well as whether the bias in segmentation and feature extraction models
actually translates to a corresponding bias in the overall recognition
accuracy. Next, since a well-designed enrolment was shown to be
critical to successful recognition, particularly when it comes to gaze
direction (see Section 4.4), we plan to further study enrolment; more
specifically, we would like to reconstruct the entire vascular structure
rom different-gaze-direction images of the sclera. Finally, while we
ound in this paper that a carefully chosen small network architecture,
oupled with our gaze-direction training, already performs well, the use
f a pruning procedure (like IPAD from [14]) could alleviate some of

the difficulties in selecting the right architecture for the task.
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Table A.7
The time required for a single forward pass of each feature extractor model. The best
execution times are presented in bold. Note that this comparison is highly specific to the
concrete employed hardware, software language and framework, and implementation
details.

Model Time measurement [ms]

Feature extraction Distance computation Total

ScleraNET 57.13 ± 1.00 𝟎.𝟎𝟎𝟎𝟒 ± 𝟎.𝟎𝟎𝟎𝟎𝟏 57.13 ± 1.00
GazeNet 1.0 15.26 ± 0.78 0.22 ± 0.002 15.48 ± 0.78
GazeNet 1.1 𝟒.𝟖𝟔 ± 𝟎.𝟏𝟒 0.22 ± 0.002 𝟓.𝟎𝟖 ± 𝟎.𝟏𝟒
SIFT 25.14 ± 0.18 1.53 ± 0.002 26.66 ± 0.18
SURF 16.10 ± 0.018 0.65 ± 0.0006 16.75 ± 0.018
ORB 5.35 ± 0.027 1.00 ± 0.0003 6.35 ± 0.027
Dense SIFT 61.59 ± 0.11 2.3 ± 0.0006 63.86 ± 0.11
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Appendix. Time complexity in practice

The analysis of the number of operations performed by each fea-
ture extractor in Section 3 is a good theoretical foundation for the
comparison of the methods. However, in practice, the FLOP counts of
different approaches often do not correspond exactly to the differences
in execution times on real-life hardware. As such, we additionally
measure the real time required by each of these methods to process
a single image in Table A.7. Note, however, that such comparison is
eavily reliant on the specific hardware, software framework choice,

and implementation details. In our case specifically, our focus during
implementation was on the accuracy of the results, not the optimisation
of execution times. Thus, while all our approaches were implemented
in Python,

• ScleraNET and GazeNet both run on the GPU, but were imple-
mented in Keras3 (with the Tensorflow backend) and PyTorch,4
respectively;

• SIFT, SURF, and ORB were implemented using the Python wrap-
pers of the OpenCV5 library and all run on the CPU;

• Dense SIFT was also implemented with Python OpenCV and runs
on the CPU, however, due to the specifics of the SIFT implemen-
tation in the library, the grid traversal had to be implemented in
pure Python (rather than delegating to highly optimised C/C++
implementations, as the keypoint-based descriptor methods above
do), slowing the execution down considerably.

While the computation capability of the GPU and CPU differs too
uch for accurate comparison, we can still compare the methods within

hose groups. We see that the methods’ execution times quite closely
follow the differences in FLOP counts outlined in Section 3, i.e., the
GazeNet 1.1 network finishes a forward pass in roughly 1

3 of the time
f GazeNet 1.0, which in turn takes roughly 1

4 of the time of ScleraNET.
Likewise, SURF and especially ORB execute faster than SIFT, in line

ith their lower FLOP counts. Dense SIFT is the only outlier, taking a
long time to finish a forward pass despite its low FLOP count, due to
the implementation difficulties noted above.

3 https://keras.io/
4 https://pytorch.org/
5 https://opencv.org/

https://keras.io/
https://pytorch.org/
https://opencv.org/
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