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Abstract—Online social networks (OSNs) facilitate the rapid1

and extensive spreading of rumors. While most existing methods2

for debunking rumors consider a solitary debunker, they overlook3

that rumor-mongering and debunking are interdependent and4

confrontational behaviors. In reality, a debunker must consider5

the impact of rumor-mongering behavior when making decisions.6

Moreover, a single rumor-debunking strategy is ineffective in7

addressing the complexity of the rumor environment in net-8

works. Therefore, this paper proposes a hybrid rumor-debunking9

approach that combines truth dissemination and regulatory10

measures based on the differential game theory under adversarial11

behaviors of rumor-mongering and debunking. Towards this12

end, we first establish a rumor propagation model using node-13

based modeling techniques that can be applied to any network14

structure. Next, we mathematically describe and analyze the pro-15

cesses of rumor-mongering and debunking. Finally, we validate16

the theoretical results of the proposed method through various17

comparative experiments, including comparisons with a random18

strategy, a uniform strategy, and single strategy models on real-19

world datasets collected from Facebook, Twitter, and YouTube.20

Furthermore, we harness two actual rumor events to estimate21

parameters and predict rumor propagation, thereby affirming22

the veracity and effectiveness of our rumor propagation model.23

Index Terms—Online social network, rumor propagation, dif-24

ferential game, hybrid debunking25

I. INTRODUCTION26

W ITH the development of communication technology,27

the Internet connects people or organizations with a28

series of social relationships, forming Online Social Networks29

(OSNs) [1]. OSNs have become the primary platform for30

information acquisition and dissemination, offering various31
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real-time information services and easy communication that 32

has penetrated almost every aspect of daily life [2]. As a 33

result, OSNs have garnered significant attention from both 34

industry and academia, specifically in the areas of information 35

dissemination [3] and public opinion monitoring [4]. 36

Regrettably, the inherent openness and collaborative nature 37

of OSNs have facilitated the proliferation of rumors, malicious 38

speech, and false information [5]. Within a short period of 39

time, rumors can diffuse widely through OSNs, leading to 40

significant economic repercussions [6], societal unrest [7], and 41

triggering a series of events that profoundly influence public 42

opinion. Clearly, rumors in OSNs constitute a significant men- 43

ace to both cybersecurity and social stability. Consequently, an 44

urgent need exists to analyze the process of rumor propagation 45

in OSNs and devise effective strategies for debunking them. 46

The dissemination of rumors within a network is a complex 47

process, which due to the numerous factors involved is in- 48

herently difficult to model. Nevertheless, several models have 49

been designed to simulate the evolutionary dynamics of rumor 50

dissemination. The majority of existing models are rooted 51

in epidemiology [8], a discipline that classifies populations 52

into distinct states and then analyzes the dynamics of disease 53

dissemination, a process that, conceptually, is very similar to 54

rumor propagation. Building upon this foundation, researchers 55

have further devised novel models that integrate social net- 56

work structures with user attributes to depict the process of 57

rumor dissemination in OSNs [9], [10], [11]. Nonetheless, the 58

aforementioned studies primarily focused on modeling OSNs 59

utilizing homogeneous mixed network or scale-free network 60

models. These studies made assumptions in regard to the 61

degree of distribution of network nodes, approximating it with 62

either a Poisson or power-law distribution. 63

In reality, OSNs display intricate structures wherein every 64

user functions as both a sender and receiver of information, 65

with individual interactions and the network environment 66

collectively influencing the dissemination of rumors. Node- 67

based modeling approaches [12], [13] facilitate individualized 68

user modeling by utilizing differential dynamical systems to 69

characterize the probabilistic evolution of users across different 70

states. This approach proficiently describes the processes of 71

dissemination on various networks. Consequently, the estab- 72

lishment of dynamical models capable of adapting to various 73

network structures emerged as a pivotal task for delineating 74

the intricate dynamics of rumor evolution within OSNs. Faced 75

with rumors in OSNs, it is necessary to take measures to 76

minimize their impact. Two main approaches are commonly 77
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employed to suppress the spread of rumors. One approach78

involves blocking the spread of rumors [7], [14], while the79

other focuses on publishing the truth to clarify the rumors80

[15], [16]. However, a single method alone cannot effectively81

address the complexities of the current rumor environment in82

online networks, which include situations involving extremism83

such as terrorist attacks, malicious defamation, or incitement84

of hate speech. Therefore, researchers in the field have ex-85

plored the coordinated implementation of multiple strategies86

to mitigate the impact of rumors [17], [18].87

Prior literature [19], [20] proposed hybrid strategies that88

combine both truth propagation and blocking methods in order89

to effectively control rumors in networks. However, most of90

the existing works on hybrid debunking strategies largely focus91

on the debunking side, overlooking the confrontations and92

interactions between rumor-mongering and debunking behav-93

iors. This oversight weakens the accuracy and effectiveness94

of hybrid debunking strategies. Thus, there is a need to study95

hybrid strategies that comprehensively consider the interaction96

between rumor-mongering and debunking behaviors.97

Motivated by the above discussion, this paper investigates98

the issue of hybrid debunking strategies in the face of ad-99

versarial behaviors between rumor-mongering and debunking,100

employing node-based modeling techniques and differential101

game methods. Node-based dynamical models are utilized in102

our work due to their ability to effectively describe the process103

of rumor propagation in networks with arbitrary structures,104

while accurately estimating the resultant losses. Similarly, the105

differential game theory is used because of its usefulness for106

the analysis of the adversarial behaviors and decision-making107

techniques of participants over continuous time, thus, enabling108

the discovery of effective debunking strategies. Using the109

outlined methodology, we make the following contributions110

in this paper:111

1) We present a novel node-based dynamical model for112

analyzing the propagation of rumors in OSNs that is suit-113

able for diverse network structures. The model’s dynamic114

evolution captures the influence of competitive interac-115

tions between rumor and truth propagation, alongside the116

involvement of regulatory authorities.117

2) We employ differential game theory to investigate the118

dynamics of rumor-mongering and debunking behaviors,119

and present a hybrid debunking strategy that integrates120

truth dissemination and regulatory measures.121

3) We derive an optimality system to determine the Nash122

equilibrium, and design an algorithm that provides nu-123

merical solutions for achieving said equilibrium. Through124

comparisons with random and uniform strategies, as well125

as models solely focused on single strategies, we validate126

the efficacy of the proposed method using multiple real127

datasets and two actual rumor events.128

II. RELATED WORK129

A considerable amount of work has been done on the130

topic of rumor debunking over recent years [21], [22]. While131

numerous techniques have been proposed in the literature,132

the collaborative use of various debunking strategies has been133

found to be among the most effectively solutions to suppress 134

the spread of rumors. Xiong et al. [23], for example, pro- 135

posed and systematically studied multiple methods to inhibit 136

information diffusion from an epidemiological perspective, 137

assessing the differences and combined effects of these meth- 138

ods. Wen et al. [24] investigated and confirmed the superior 139

inhibitory effects of two cooperative strategies compared to the 140

consideration of a single strategy on OSNs. Furthermore, Yang 141

et al. [25] developed a competition propagation model between 142

rumors and truths, and assessed the effectiveness of hybrid 143

debunking strategies. These studies demonstrate the efficacy of 144

collaborative efforts involving different strategies in mitigating 145

the impact of rumors, yet they disregarded the associated 146

implementation costs. Both those propagating rumors and 147

those debunking them are typically limited by resources and 148

costs. Consequently, rational selection of debunking strategies 149

is essential for resource allocation efficiency. 150

Considering cost constraints, Lin et al. [26] proposed an 151

information diffusion model based on a homogeneous mixed 152

network. Specifically, the authors developed two collaborative 153

control strategies to minimize losses resulting from the spread 154

of fraudulent information and determined the optimal distri- 155

bution of these strategies. Huang et al. [27] proposed a false- 156

information propagation model with a sequential clarification 157

mechanism, and framed the problem as a three-layer opti- 158

mization task to suppress the propagation of false information 159

effectively. Yao et al. [18] introduced the multi-probability 160

independent cascade (MPIC) model, wherein different control 161

measures were implemented based on users’ susceptibility to 162

rumors. This approach facilitated cost-effective rumor contain- 163

ment. Cheng et al. [11] constructed a dual-layer model that 164

captures the interplay between rumor propagation and social 165

media. Here, the authors integrated post-deletion, populariza- 166

tion education, and immune treatment as diverse strategies to 167

mitigate the extent of rumor propagation while minimizing 168

associated costs. Chai et al. [17] introduced the node-based 169

susceptible-infected-recovered-susceptible (SIRS) model and 170

presented two collaborative implementation strategies: one 171

aimed at suppressing the spread of negative information, while 172

the other aimed to enhance the dissemination of positive 173

information. Furthermore, Ding et al. [20] developed a rumor 174

model based on a scale-free network and proposed a hybrid 175

strategy combining the pulse-blocking of rumors with the 176

continuous dissemination of truths to effectively suppress the 177

spread of rumors. The aforementioned studies have shown the 178

cost-efficiency of employing multiple collaborative strategies, 179

but predominantly focused on the actions of rumor-debunkers, 180

while disregarding the adversarial and interdependence of 181

rumor-mongering and debunking behaviors. 182

Furthermore, it is important to highlight that the process 183

of rumor dissemination is often accompanied by rumor- 184

debunking actions, the dynamics of rumor evolution are also 185

significantly influenced by this adversarial interplay. Game 186

theory offers theoretical tools for analyzing such adversar- 187

ial (decision-making) problems. Chu et al. [28] utilized the 188

differential game theory to model the confrontation between 189

cyberbullying and anti-cyberbullying and mitigate the negative 190

effects of cyberbullying in a cost-effective manner. Wan et 191
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al. [29], for instance, examined the coexistence and con-192

flicts among multiple pieces of information within OSNs.193

The authors investigated the spread of positive and negative194

information using evolutionary game theory, allowing for195

the optimal allocation of control resources. From a multi-196

dimensional standpoint, Xiao et al. [30] introduced a rumor197

propagation model grounded in evolutionary game theory and198

a data augmentation mechanism. Their model considered vari-199

ous types of information, encompassing both rumors and anti-200

rumors. Mou et al. [31] developed a rumor propagation model201

that considers various kinds of information, including rumors,202

anti-rumors, and motivation rumors, based on evolutionary203

game theory. While these studies examined the adversarial204

relationship among different types of information, they did not205

specifically address the adversarial and interactive dynamics206

between rumor-mongering and debunking behaviors. While207

Huang et al. [32] did consider the adversarial behaviors ex-208

hibited by both rumor-mongers and debunkers and suggested209

propagating truths to mitigate the impact of rumors, their210

proposed approach focused solely on a single strategy, making211

it suboptimal from an effectiveness perspective.212

In conclusion, this paper introduces a node-based dynamical213

model that is applicable to various network structures. It214

describes the processes of rumor-mongering and debunking215

using differential game theory and presents an optimal hybrid216

debunking strategy for the collaborative implementation of217

two methods. In contrast to prior research, this paper presents218

a hybrid debunking strategy that considers the adversarial219

behaviors of both rumor-mongering and debunking.220

III. EVOLUTIONARY DYNAMICAL MODEL221

In this section, we first describe the background on rumor-222

mongering and debunking in OSNs, and then introduce a223

corresponding evolutionary dynamical model for the analysis.224

A. Background225

The process of rumor and rumor-debunking propagation in226

an OSN is presented in Fig. 1. On the one hand, the rumor-227

monger disseminates rumors and continuously pushes new228

supporting information to other users. Some recipients of the229

rumor further propagate it to their friends, leading to contin-230

uous spread. On the other hand, as the truth is published by231

the rumor-victim to debunk the rumors, the network regulatory232

authority takes measures to control the spread of rumors. The233

rumor-victim and the network regulatory authority collectively234

constitute the rumor-debunker. When confronted with rumors,235

users tend to exhibit one of three behaviors/attitudes: (1) they236

are compelled to believe the rumor due to its persuasiveness237

(believable), (2) they firmly believe in the truth and are238

dismissing the rumor (refuted), or (3) they maintain a neutral239

stance, neither believing the rumor nor the truth (doubtful).240

Given the implementation of regulatory measures in reality241

that hinder rumor dissemination, there also exists a fourth type242

of behavior, where users are inclined to believe the rumor but243

are restrained from spreading it. Over time, the behaviors and244

attitude of users evolve under the influence of online friends245

and confrontations between the rumor-monger and debunker.246

 Doubtful  Believable  Refused  Quarantined

Online Social Networks

Rumor-monger

Network regulatory authority 

Rumor-victim

The influence of rumor and online friends

The influence of truth and online friends

Truth
Rumor

The influence of regulation 

The influence of user's own properties

Fig. 1. The rumor and rumor-debunking propagation process.

Throughout the rumor-propagation process, both parties 247

allocate resources to support their activities (driven by their 248

own interests), resulting in a complex two-sided game. Our 249

goal in this paper is to find cost-effective hybrid rumor- 250

debunking strategies for the outlined scenario by combining 251

truth dissemination and regulatory measures under the adver- 252

sarial behaviors between rumor-mongering and debunking. 253

B. Dynamical model formulation 254

Let an undirected graph G = {U,E} represent the network 255

structure of OSNs, where U and E denote the nodes and edges. 256

Here, U = {u1, u2, · · · , uN} and E represent the set of online 257

users and the information-interaction relationships between the 258

users, respectively, and N is the number of network nodes. 259

The corresponding adjacency matrix of G is denoted as A = 260

(aij)N×N , aij = 1 if (ui, uj) ∈ E, and aij = 0 otherwise. 261

Considering the different behaviors and user attitudes, de- 262

scribed in the previous section, each user in an OSN can only 263

be in one of four states: (1) Believable (B) denotes that the 264

online user believes in this rumor and disseminates it, (2) 265

Refuted (R) denotes that the online user does not believe in 266

this rumor and propagates the truth, (3) Doubtful (D) denotes 267

that the online user neither believes the rumor nor believes the 268

truth, and (4) Quarantined (Q) denotes a user that believed 269

the rumor (i.e., was in the B state) but was blocked (e.g., due 270

to regulatory measures) and can therefore not spread it further. 271

We represent the state of user ui at time instance t ∈ [0, T ] 272

as Xi(t), and the vector X(t) = (X1(t), X2(t), . . . , XN (t)) 273

to denote the state of the OSN at time t. Furthermore, we use 274

Xi(t) = 0, Xi(t) = 1, Xi(t) = 2 and Xi(t) = 3 to encode 275

that at time instance t, the user ui is in the D, B, R and Q 276

states, respectively. Finally, if we denote the probabilities (Pr) 277

that ui at time instance t exists in one of the four states as 278

Di(t), Bi(t), Ri(t), Qi(t) existing in the four states at t, then 279

the following relations can be derived: 280

Di(t) +Bi(t) +Ri(t) +Qi(t) = 1. (1)
281

Di(t) = Pr{Xi(t) = 0}, Bi(t) = Pr{Xi(t) = 1},
Ri(t) = Pr{Xi(t) = 2}, Qi(t) = Pr{Xi(t) = 3}. (2)

Due to the influence of online friends and the overall 282

network environment, the state of users evolves over time. To 283

capture the evolution process, we model multiple aspects of 284

the rumor propagation and debunking processes using various 285

probabilities. The probabilities capture various assumptions, 286

in which the state of nodes will influence each other and 287

change jointly. Specifically, we introduce the following prob- 288

abilities/variables into our model: 289
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( ) 0iX t =

( ) 1iX t = ( ) 2iX t =

( ) 3iX t =

B R
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1

( ( )) ( )
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D A DB ij j

j
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+ 
1

( ( )) ( )
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+ 

1
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j
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+ 

1
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N

R A RB ij j

j
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=

+ 

Fig. 2. The developed state transfer diagram.

1) ηDB/ηRB : The probability of a rumor-doubtful/rumor-290

refuting user turning into a user believing the rumor due291

to the influence of an OSN friend who believes the rumor.292

2) θDR/θBR: The probability of a rumor-doubtful/rumor-293

believing user turning into a refuting user that does not294

believe the rumor due to the influence of an OSN friend295

who also does not believe in the rumor.296

3) pD(SA(t))/pR(SA(t)): The probability of a rumor-297

doubtful/rumor-refuting user turning into a believable one298

due to the influence of rumor-mongering information.299

4) yD(SBP (t))/yB(SBP (t)): The probability of a rumor-300

doubtful/rumor-believing user turning into a user that301

does not believe the rumor due to the influence of rumor-302

debunking information.303

5) hB(SBQ(t)): The probability of a rumor-believing user304

turning into a quarantined user due to the influence of305

network regulatory measures.306

6) δB/δR: The probability of a rumor-believing/rumor-307

refusing user turning into a rumor-doubtful user due to308

the influence of fading memory and diminishing interest.309

7) ε: The probability of a quarantined user turning into a310

rumor-refuting user due to the change in attitude towards311

the rumor.312

Based on the probabilities introduced above, we define a313

state transfer diagram, as shown in Figure. 2.314

According to the Kolmogorov forward equation for Markov315

chains [33], the model can be represented by the system in316

Eq. (3) with the initial condition Di(0), Bi(0), Ri(0) ∈ [0, 1],317

t ∈ [0, T ], where [0, T ] denotes the entire time range318

for the rumor-mongering and debunking process. Due to319

the Qi(t) = 1 − Di(t) − Bi(t) − Ri(t), the expected320

state of the OSN at time t can be represented as E(t) =321

(D1(t), . . . , DN (t), B1(t), . . . , BN (t), R1(t), . . . , RN (t)),322

where E0 = E(0) represents the initial state of the network.323

IV. RUMOR-MONGERING AND RUMOR-DEBUNKING 324

DIFFERENTIAL GAME PROBLEM 325

Due to the adversarial behaviors between rumor-mongering 326

and debunking, this problem can be characterized as a two- 327

sided game and analyzed using differential game theory. In this 328

section, we therefore, first (1) mathematically formalize the 329

rumor-mongering and rumor-debunking strategies; (2) quantify 330

the expected net gain for the rumor-monger and the total 331

expected loss for the rumor-debunker; and finally (3) formulate 332

the studied problem within a game-theory framework. 333

A. Rumor-mongering strategy and rumor-debunking strategy 334

Let us denote the rumor-monger and rumor-debunker as 335

A and B, respectively. For A, the cost of publishing rumor- 336

mongering information within [0, t] is represented by CA(t). 337

On this basis, we refer to SA(t) = dCA(t)
dt as the rumor- 338

mongering rate at time t. In reality, due to limited resources 339

available to A, SA(t) is commonly bounded, and we denote the 340

upper bound as SA. For ease in implementing the strategy, it 341

is assumed that the rumor-mongering strategy SA is piecewise 342

continuous. Let SA ∈ PC[0, T ], where PC[0, T ] denotes 343

the set of all piecewise continuous functions defined on the 344

interval [0, T ]. Thus, the feasible set of rumor-mongering 345

strategies can be represented as follows: 346

NA =
{
SA ∈ PC[0, T ]

∣∣SA(t) ≤ SA, 0 ≤ t ≤ T
}
. (4)

For B, let CBP (t) represent the cumulative cost of pushing 347

truth within [0, t]. On this basis, we refer to SBP (t) =
dCBP (t)

dt 348

as the truth dissemination rate at time t. Furthermore, let 349

CBQ(t) represent the cost of regulatory measures within [0, t], 350

and let SBQ(t) =
dCBQ(t)

dt represent the regulatory rate at time 351

t. Similarly as above, let SB = (SBP , SBQ) be the upper 352

bound of the hybrid debunking strategy. Thus, the feasible set 353

of rumor-debunking strategies can be represented as follows: 354

NB =
{
SB ∈ PC [0, T ]

∣∣SB(t) ≤ SB , 0 ≤ t ≤ T
}
. (5)

In the following sections, we explore the optimal strategy 355

pairs for the rumour-monger and debunker within NA and NB . 356

B. Rumor-mongering gain and rumor-debunking loss 357

In order to identify cost-effective hybrid rumor-debunking 358

strategies, it is necessary to assess the rumor-monger’s ex- 359

pected net gain and the rumor-debunker’s expected total 360

loss. Throughout the time interval [0, T ], let the functions 361

LA (SA, SB) and LB (SA, SB) denote the rumor-mongering 362

gain and rumor-debunking loss, respectively. Given a strategy 363



dDi(t)

dt
=δBBi(t) + δRRi(t)−

pD (SA(t)) + ηDB

N∑
j=1

aijBj(t) + yD (SBP (t)) + θDR

N∑
j=1

aijRj(t)

Di(t),

dBi(t)

dt
=

pD (SA(t)) + ηDB

N∑
j=1

aijBj(t)

Di(t)−

δB + yB (SBP (t)) + θBR

N∑
j=1

aijRj(t) + hB (SBQ(t))

Bi(t) +

pR (SA(t)) + ηRB

N∑
j=1

aijBj(t)

Ri(t),

dRi(t)

dt
=

yD (SBP (t)) + θDR

N∑
j=1

aijRj(t)− ε

Di(t)−

δR + pR (SA(t)) + ηRB

N∑
j=1

aijBj(t) + ε

Ri(t) +

yB (SBP (t)) + θBR

N∑
j=1

aijRj(t)− ε

Bi(t) + ε,

0 ≤ t ≤ T, 1 ≤ i ≤ N.

(3)
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pair (SA, SB), the rumor-monger’s net gain is the total gain364

from rumor-believing users minus the cost coming from the365

implementation of the rumor-mongering strategy SA. While366

the rumor-debunker’s expected total loss consists of the loss367

incurred by rumor-believing users and the cost coming from368

the implementation of the rumor-debunking strategy SB . To369

capture these considerations, we define:370

1) The gain (loss) that a rumor-believing user brings to371

A(B) in a unit of time as wA(wB).372

2) The rate at which A diffuses rumor-mongering informa-373

tion as SA, the rate at which B diffuses truth (implement-374

ing of regulatory measures) as SBP (SBQ).375

According to these definitions, at the infinitesimal time in-376

terval [t, t+ dt], the gain accrued to A by the rumor-believing377

users is
∑N

i=1 wABi(t)dt and the cost of publishing rumor-378

mongering information is SA(t)dt. Therefore, the expected net379

gain of the rumor-monger over the time interval [0, T ] equals380

LA (SA, SB) =

∫ T

0

N∑
i=1

wABi(t)dt−
∫ T

0

SA(t)dt. (6)

Similarly, at the infinitesimal time interval [t, t+ dt],381

the loss accrued to B by the rumor-believing users is382 ∑N
i=1 wBBi(t)dt, the cost of publishing truth is SBP (t)dt and383

the cost of implementing regulatory measures is SBQ(t)dt.384

Hence, the expected total loss of the rumor-debunker over the385

time interval [0, T ] can be expressed as:386

LB (SA, SB) =

∫ T

0

N∑
i=1

wBBi(t)dt+

∫ T

0

SBP (t)dt+∫ T

0

SBQ(t)dt.

(7)

C. Differential game problem formulation387

Based on the above discussion, one can see that the rumor-388

monger wants to maximize the gain as much as possible,389

while the rumor-debunker wants to minimize the loss as much390

as possible. This type of adversary behavior can be framed391

as a game theory problem and can be approached using the392

Nash equilibrium solution. Here, the Nash equilibrium refers393

to a strategy pair in a game where no player can improve394

their payoff by unilaterally changing their strategy, resulting395

in a situation where all players have achieved their maximum396

possible payoff, i.e., the equilibrium.397

Throughout the time interval t ∈ [0, T ], the mathematical398

expression for the rumor-mongering and rumor-debunking399

differential game problem under the system in Eq. (3) can400

be expressed as follows:401

Maximize
(SA,SB)∈(NA,NB)

LA (SA, SB) ,

Minimize
(SA,SB)∈(NA,NB)

LB (SA, SB) .
(8)

The goal of the game problem is to find the Nash equilib-402

rium, that is, a strategy pair (S∗
A, S

∗
B) ∈ (NA,NB) that meets403

the following conditions:404

LA(S
∗
A, S

∗
B) ≥ LA(SA, S

∗
B),∀SA ∈ NA,

LB(S
∗
A, S

∗
B) ≤ LB(S

∗
A, SB),∀SB ∈ NB .

(9)

Network state evolutionary analysis

 The propagation dynamical model

Rumor-mongering 

strategy

Rumor-debunking 

strategy

 The rumor-debunker 

minimizes the loss

Rumor-debunking 

loss and cost

AS
BS

The total payoff expression of the rumor-

monger and  rumor-debunker

  The expected net 

gain of the rumor-monger

The expected total 

loss of the rumor-debunker

The differential game model

AL BL

0( , , , , , , , , , , , , , )A BP BQG S S S p y h w T E   =

The Nash Equilibrium strategy calculation

Initialize the model parameters

Design algorithm to optimize control

 The rumor-monger 

maximizes the gain

Rumor-mongering 

gain and cost

( , )A A BL S S ( , )B A BL S S

Equilibrium state:  No participant in the 

game can achieve a better outcome by 

changing their own strategy

Optimal rumor-

debunking strategy

Optimal rumor-

mongering strategy
*

AS *

BS

DBRQ

Fig. 3. The overall process flow of the proposed method.

Combining all introduced variables, we can see that 405

the rumor-mongering and rumor-debunking differential game 406

problem is determined by a 14-tuple of the following form: 407

k = (G,SA, SBP , SBQ, η, θ, p, y, h, δ, ε, w, T,E0). (10)

Assuming that the strategy pair (S∗
A, S

∗
B) represents a Nash 408

equilibrium for the rumor-mongering and rumor-debunking 409

differential game problem, then it is fitting for the rumor- 410

debunker to choose the rumor-debunking strategy S∗
B in any 411

circumstance. On the one hand, if the rumor-debunker adheres 412

to the rumor-debunking strategy S∗
B , then the rumor-monger 413

must choose the rumor-mongering strategy S∗
A to maximize 414

their gain. On the other hand, if the rumor-monger persists 415

with the rumor-mongering strategy S∗
A, deviating from S∗

B 416

will not lead to a reduction in costs for the rumor-debunker. 417

Therefore, the strategy pair (S∗
A, S

∗
B) is acceptable for both A 418

and B. Next, our goal is to determine the Nash equilibrium 419

for this problem. 420

V. SOLVING OF RUMOR-MONGERING AND 421

RUMOR-DEBUNKING DIFFERENTIAL GAME PROBLEM 422

In this section, we solve the rumor-mongering and rumor- 423

debunking differential game problem. We first derive an opti- 424

mality system for this problem and then design an algorithm to 425

solve for the optimality system numerically. To have a more 426

intuitive understanding of the rumor-mongering and rumor- 427

debunking differential game problem and its solution, Fig. 3 428

illustrates the overall process of the proposed method. 429

A. Optimality System 430

To derive a system for determining the Nash equilibrium, it 431

is necessary to establish the conditions for the Nash equilib- 432

rium. Towards this end, we first introduce two Hamiltonians of 433

the rumor-monger HA and rumor-debunker HB in accordance 434

with the differential game theory [34], i.e.: 435

HA (E, SA, SB , λ) =

N∑
i=1

wABi − SA +

N∑
i=1

λA
i

dDi

dt

+
N∑
i=1

λB
i

dBi

dt
+

N∑
i=1

λC
i

dRi

dt
,

(11)
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436

HB (E, SA, SB , µ) =
N∑
i=1

wBBi + SBP + SBQ +
N∑
i=1

µA
i

dDi

dt

+

N∑
i=1

µB
i

dBi

dt
+

N∑
i=1

µC
i

dRi

dt
,

(12)
where λ =

(
λA
1 , . . . , λ

A
N , λB

1 , . . . , λ
B
N , λC

1 , . . . , λ
C
N

)
and µ =437 (

µA
1 , . . . , µ

A
N , µB

1 , . . . , µ
B
N , µC

1 , . . . , µ
C
N

)
are their respective438

adjoints.439

Theorem 1. Assume (SA, SB) is a Nash equilibrium for the440

rumor-mongering and rumor-debunking game problem and E441

is the solution to the model in (3). The following results can442

be obtained.443

1) There exist λ and µ, such that the model in (13) is valid,444

where λ(T ) = µ(T ) = 0. 2) For 0 ≤ t ≤ T , 1 ≤ i ≤ N , let445

Zt
A (S) =pD (S)

N∑
i=1

[
λB
i (t)− λA

i (t)
]
Di(t)

+ pR (S)

N∑
i=1

[
λB
i (t)− λC

i (t)
]
Ri(t)− S,

(14)

There holds446

SA(t) ∈ arg max
S∈[0,SA]

Zt
A(S). (15)

3) For 0 ≤ t ≤ T , 1 ≤ i ≤ N , let447

Zt
BP (S) =yD (S)

N∑
i=1

[
µC
i (t)− µA

i (t)
]
Di(t)

+ yB (S)

N∑
i=1

[
µC
i (t)− µB

i (t)
]
Bi(t) + S,

(16)

448

Zt
BQ(S) = S − hB (S)

N∑
i=1

µB
i (t)Bi(t), (17)

There holds449

SBP (t) ∈ arg min
S∈[0,SBP ]

Zt
BP (S), (18)

450 SBQ(t) ∈ arg min
S∈[0,S

BQ
]
Zt
BQ(S). (19)

451

Proof. Based on Pontryagin’s maximum / minimum principle 452

[34], there are λ and µ such that for 0 ≤ t ≤ T, 1 ≤ i ≤ N , 453

the following equation (20) holds. 454

dλA
i (t)

dt
= −∂HA (E(t), SA(t), SB(t), λ(t))

∂Di
,

dλB
i (t)

dt
= −∂HA (E(t), SA(t), SB(t), λ(t))

∂Bi
,

dλC
i (t)

dt
= −∂HA (E(t), SA(t), SB(t), λ(t))

∂Ri
,

dµA
i (t)

dt
= −∂HB (E(t), SA(t), SB(t), µ(t))

∂Di
,

dµB
i (t)

dt
= −∂HB (E(t), SA(t), SB(t), µ(t))

∂Bi
,

dµC
i (t)

dt
= −∂HB (E(t), SA(t), SB(t), µ(t))

∂Ri
.

(20)

The system (13) can be obtained through direct computation. 455

Since the terminal cost is unspecified, the final state remains 456

unconstrained, λ(T ) = µ(T ) = 0. Applying Pontryagin’s 457

maximum/minimum principle, we obtain 458

SA ∈ arg max
S̃∈NA

HA(E, S̃, SB , λ),

SB ∈ arg min
S̃∈NB

HA(E, SA, S̃, µ),
(21)

leading to Eqs. (15), (18) and (19), which completes the proof. 459

460

The systems in (3), (13), (15), (18), (19), and the conditions 461

λ(T ) = 0 and µ(T ) = 0 constitute an optimality system of 462

the rumor-mongering and rumor-debunking differential game 463

problem. The optimality system can be solved using a numer- 464

ical approach for finding the optimal strategy pair. 465

B. Numerical solution algorithm 466

In order to solve the optimality system, we design an 467

algorithm (summarized in Algorithm 1) based on the forward- 468

backward sweep method for solving ordinary differential equa- 469

tions and generating the Nash equilibrium [35]. 470

The algorithm incorporates the forward-backward sweep 471

and Euler’s method and follows an iterative procedure. The 472

process starts with an initial strategy combination that serves 473

as a preliminary estimate of the solution, followed by iterative 474



dλA
i (t)

dt
= [λA

i (t)− λB
i (t)]

pD (SA(t)) + ηDB

N∑
j=1

aijBj(t)

+ [λA
i (t)− λC

i (t)]

yD (SBP (t)) + θDR

N∑
j=1

aijRj(t)

+ ελC
i (t),

dλB
i (t)

dt
= −wA − δBλ

A
i (t) + [δB + hB(SBQ(t))]λ

B
i (t) + ελC

i (t) +M1

yB (SBP (t)) + θBR

N∑
j=1

aijRj(t)

+ ηRB

N∑
j=1

aijRj(t)M2 + ηDB

N∑
j=1

aijDj(t)M3,

dλC
i (t)

dt
= −δRλ

A
i (t) + (ε+ δR)λ

C
i (t)−M1

pR (SA(t)) + ηRB

N∑
j=1

aijBj(t)

+ θDR

N∑
j=1

aijDj(t)[λ
A
j (t)−λC

j (t)]− θBR

N∑
j=1

aijBj(t)M2,

dµA
i (t)

dt
= [µA

i (t)− µB
i (t)]

pD (SA(t)) + ηDB

N∑
j=1

aijBj(t)

+ [µA
i (t)− µC

i (t)]

yD (SBP (t)) + θDR

N∑
j=1

aijRj(t)

+ εµC
i (t),

dµB
i (t)

dt
= −wB − δBµ

A
i (t) + [δB + hB (SBQ(t))]µ

B
i (t) + εµC

i (t) +M4

yB(SBP (t)) + θBR

N∑
j=1

aijRj(t)

+ ηRB

N∑
j=1

aijRj(t)M5 + ηDB

N∑
j=1

aijDj(t)M6,

dµC
i (t)

dt
= −δRµ

A
i (t) + (ε+ δR)µ

C
i (t)−M4

pR(SA(t)) + ηRB

N∑
j=1

aijBj(t)

+ θDR

N∑
j=1

aijDj(t)[µ
A
j (t)− µC

j (t)]− θBR

N∑
j=1

aijBj(t)M5,

0 ≤ t ≤ T, 1 ≤ i ≤ N,λB
i (t)− λC

i (t) = M1, λ
C
j (t)− λB

j (t) = M2, λ
A
j (t)− λB

j (t) = M3, µ
B
i (t)− µC

i (t) = M4, µ
C
j (t)− µB

j (t) = M5, µ
A
j (t)− µB

j (t) = M6.

(13)
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Algorithm 1 Nash equilibrium computation strategy

Input: k = (G,SA, SBP , SBQ, η, θ, p, y, h, δ, ε, w, T,E0),
error ς , maximum number of iterations K.

Output: Nash equilibrium (S∗
A, S

∗
B).

1: S
(0)
A = 0; S(0)

B = 0; k = 0;
2: repeat
3: k = k + 1;
4: take advantage of the system (3), SA = SA

(k−1), SB =
SB

(k−1) and E(0) to forward calculate E(t);
5: E(k) := E;
6: take advantage of the systems (13) with SA = SA

(k−1),
SB = SB

(k−1), E(k) := E, λ(T ) = µ(T ) = 0,
calculate λ and µ;

7: λ(k) := λ; µ(k) := µ;
8: take advantage of the system (15), (18), (19), E = E(k),

λ(k) = λ, µ(k) = µ, calculate SA, SB ;
9: SA

(k) := SA, SB
(k) := SB ;

10: until
∥∥∥SA

(k) − SA
(k−1)

∥∥∥ +
∥∥∥SB

(k) − SB
(k−1)

∥∥∥ ≤ ς or
k > K;

11: return (SA
(k), SB

(k)).

TABLE I: Summary information on the experimental datasets

Datasets Nodes Edges Sources

Facebook 4039 88234 https://snap.stanford.edu/data/ego-Facebook.html
Twitter 81306 1768149 https://snap.stanford.edu/data/ego-Twitter.html

YouTube 495957 1936748 https://networkrepository.com/soc-youtube.php

refinements of the strategy combination. In each iteration, we475

utilize the model from (3) to perform the forward computation476

and obtain the evolution of user states. Next, we employ the477

system from (13) for the backward computation to acquire478

the associated adjoint functions, and finally compute the new479

strategy combinations via the systems in Eqs. (15), (18), (19).480

The entire iterative process monitors the cost budget associ-481

ated with the rumor-mongering and debunking strategies. The482

process concludes when either the strategy combinations in483

two consecutive iterations are very close or the iteration limit484

is reached, outputting the optimized strategy combination.485

VI. EXPERIMENTS486

In this section, we present comprehensive experiments on487

multiple datasets to validate the proposed method. Specifically,488

based on the concept of Nash equilibrium, we compare the489

gain of the rumor-monger and the loss of the debunker under490

different rumor-mongering and debunking strategies, and, in491

turn, examine the efficacy of the proposed strategy pair. We492

start the section, with a description of the experimental setup.493

Next, we analyze the variations in the obtained strategy pairs494

across three OSNs. Finally, we empirically validate the cost-495

effectiveness of the proposed hybrid rumor-debunking strategy496

through multiple comparative experiments on real Facebook,497

Twitter, and YouTube datasets and two actual rumor events.498

Additionally, we conduct a sensitivity analysis to explore the499

impact of some key parameters.500

(a) kF (b) kT (c) kY
Fig. 4. Visualization of the 200-node subnets: (a) kF of the
Facebook network, (b) kT of the Twitter network, and (c) kY
of the YouTube network.
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Fig. 5. Nash equilibrium pair for the Facebook example: (a)
rumor-mongering strategy SA(t), (b) and (c) rumor- debunking
strategies, SBP (t) and SBQ(t), respectively.

A. Experimental setup 501

All experiments are conducted using MATLAB R2022a. 502

Standard, publicly available datasets are utilized for the anal- 503

yses, including the Facebook [36], Twitter [36] and YouTube 504

[37] datasets. The Facebook [36] dataset was collected using a 505

dedicated Facebook app that was made available to surveyed 506

participants. The (anonymized) data included in the dataset 507

consists of various user-profile features (e.g., hometowns, 508

birthdays, colleagues, etc.) and identified social circles that 509

jointly define a network with 4039 nodes (users) and 88.234 510

edges (social connections). Similarly to the Facebook dataset, 511

the Twitter [36] dataset also defines an online social network, 512

which, in this case, consists of 81.306 nodes (users) and 513

1.768.149 edges (social connections). The network is defined 514

based on scrapped Twitter data consisting of hashtags and 515

mentions, as described in detail in [36]. The last, the YouTube 516

[37] dataset, defines a network of YouTube users and their 517

relationships. A total of 495.957 nodes is used to model 518

users, and 1.936.748 edges are utilized to define the social 519

relationships between the captured users. A summary of the 520

datasets, including the number of nodes, connected edges and 521

URLs, from which the three OSNs are available are listed 522

in Table I. The selected datasets are used for simulation 523

experiments with real social network structures with the goal 524

of validating the effectiveness of the proposed method. 525

Given the massive scale of the original datasets, for the 526

sake of feasibility, we conduct all experiments on subnetworks 527

of the three original networks, denoted as kF , kT , and kY . 528

Making use of Pajek1, we generate network graphs for these 529

three subnetworks and show them in Fig. 4. 530

1http://mrvar.fdv.uni-lj.si/pajek/

https://snap.stanford.edu/data/ego-Facebook.html
https://snap.stanford.edu/data/ego-Twitter.html
https://networkrepository.com/soc-youtube.php
http://mrvar.fdv.uni-lj.si/pajek/
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Fig. 6. Nash equilibrium pair for the Twitter example: (a)
rumor-mongering strategy SA(t), (b) and (c) rumor- debunking
strategies, SBP (t) and SBQ(t), respectively.

B. Numeric examples531

All experiments are conducted under the conditions detailed532

below. In the presented three examples, the initial network533

state is set to E0 = (0.8, · · · , 0.8, 0.1, · · · , 0.1, 0.1, · · · 0.1),534

SA = SBP = SBQ = 1, T = 10, whereas the remaining535

experimental parameters are determined based on network536

characteristics. It is important to note at this point that specific537

parameter values may vary under different circumstances.538

Due to the lack of actual data, certain parameter values539

are, therefore, chosen based on historical data estimates and540

assumptions, similarly to [9], [11].541

Facebook example: For the rumor-mongering and rumor-
debunking differential game problem (10) in the Facebook
network:

kF = (G,SA, SBP , SBQ, η, θ, p, y, h, δ, ε, w, T,E0),

we set ηDB = 0.19, ηRB = 0.15, θDR = 0.13, θBR = 0.17,542

δR = 0.1, δB = 0.1, ε = 0.12, (wA, wB) = (0.2, 0.2), p(x) =543

(pD, pR) = (0.3x, 0.15x), y(x) = (yD, yB) = (0.3x, 0.15x),544

and h(x) = 0.22x.545

Twitter example: For the rumor-mongering and rumor-
debunking differential game problem (10) in the Twitter net-
work:

kT = (G,SA, SBP , SBQ, η, θ, p, y, h, δ, ε, w, T,E0),

we set ηDB = 0.18, ηRB = 0.16, θDR = 0.14, θBR = 0.18,546

δR = 0.1, δB = 0.1, ε = 0.12, (wA, wB) = (0.2, 0.2),547

p(x) = (pD, pR) = (0.3
√
x, 0.15

√
x), y(x) = (yD, yB) =548

(0.3
√
x, 0.15

√
x), and h(x) = 0.22

√
x.549

YouTube example: For the rumor-mongering and rumor-
debunking differential game problem (10) in the YouTube
network:

kY = (G,SA, SBP , SBQ, η, θ, p, y, h, δ, ε, w, T,E0),

we set ηDB = 0.17, ηRB = 0.16, θDR = 0.17, θBR = 0.18,550

δR = 0.1, δB = 0.1, ε = 0.12, (wA, wB) = (0.2, 0.2), p(x) =551

(pD, pR) =
(

0.3x
1+x ,

0.15x
1+x

)
, y(x) = (yD, yB) =

(
0.3x
1+x ,

0.15x
1+x

)
,552

and h(x) = 0.22x
1+x .553

Experiment 1: The objective of the rumor-mongering and554

rumor-debunking differential game problem is to identify Nash555

equilibrium strategy pairs. To determine the Nash equilibrium,556

we apply Algorithm 1 to the parameter settings of the Face-557

book, Twitter and Youtube examples, and report the results in558

Fig. 5, Fig. 6, and Fig. 7, respectively.559
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Fig. 7. Nash equilibrium pair for the YouTube example: (a)
rumor-mongering strategy SA(t), (b) and (c) rumor- debunking
strategies, SBP (t) and SBQ(t), respectively.

In the presented figures, (a) represents the rumor-mongering 560

strategy SA(t), whereas (b) and (c) represent the rumor- 561

debunking strategies, SBP (t) and SBQ(t), respectively. 562

Several interesting observations can be made from these 563

results: (i) both the rumor-mongering strategy and the rumor- 564

debunking strategy (gradually) decrease from the maximum 565

to zero over time. This can be attributed to the two parties 566

in the differential game of rumor-mongering and debunking 567

ultimately reaching a Nash equilibrium. (ii) In the studied 568

three examples, the time it takes for the Nash equilibrium to 569

decrease varies due to differences in the network structures 570

of the OSNs. (iii) Notably, for (b) and (c), the moment in 571

time, at which the loss associated with the debunking strategies 572

starts to decline, is not consistent across strategies. Therefore, 573

distinct strategies can be devised for truth dissemination and 574

regulatory measures, each aimed at minimizing the cost asso- 575

ciated with mitigating the impact of rumors. 576

C. Basic strategy comparison validation 577

We validate the effectiveness of the proposed approach 578

through multiple comparative experiments, including a random 579

strategy, a uniform strategy, and the uncertainty of the rumor- 580

mongering strategy. All experiments are conducted under the 581

parameter settings described for the Facebook, Twitter, and 582

YouTube examples. 583

1) Comparative experiment with the random strategy: The 584

random strategy refers to a system that randomly allocates 585

cost resources for rumor-mongering and rumor-debunking at 586

each control time step. Because the control strategy adopted at 587

each time step is random, both the rumor-monger and rumor- 588

debunker randomly select the strategy to use. We devise an 589

algorithm to generate a random strategy pair, as shown in 590

Algorithm 2, and set n = 100, h = 0.05. 591

Experiment 2: Algorithm 2 is executed 100 times each 592

under the parameter settings detailed with the definitions of 593

the Facebook, Twitter and YouTube examples. Specifically, 594

100 rumor-mongering and rumor-debunking strategies are 595

randomly generated within the upper and lower bounds of 596

SA, SBP and SBQ, denoted as NA =
{
S1
A, · · · , S100

A

}
and 597

NB =
{
S1
B , · · · , S100

B

}
respectively. The net gain and total 598

loss corresponding to each strategy are calculated and the 599

generated results are shown in Figs. 8, 9, and 10. 600

Figs. 8a, 9a and 10a illustrate LA(SA, S
∗
B) for the three 601

studied examples, where SA ∈ {S∗
A} ∪ NA. It is easy to see 602

that LA(S
∗
A, S

∗
B) > LA(SA, S

∗
B), SA ∈ NA. Similarly, Figs. 603
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Algorithm 2 Random strategy generation

Input: k = (G,SA, SBP , SBQ, η, θ, p, y, h, δ, ε, w, T,E0), integer
n, and step size h.

Output: Random strategy pair (SA, SB).
1: pick out n − 1 points within the interval [0, T ] by step size h,

denoted as tk, k = 1, . . . , n − 1, where 0 = t0 < t1 < · · · <
tn−1 < tn = T ;

2: for 0 ≤ k ≤ n− 1 do
3: randomize α ∈ [0, SA), β ∈ [0, SBP ), γ ∈ [0, SBQ];
4: for 0 ≤ i ≤ m− 1 do
5: tik = tk + i

m
h;

6: SA(t) := α, SBP (t) := β, SBQ(t) := γ;
7: end for
8: end for
9: SA(tn) := SA(tn−1), SB(tn) := SB(tn−1);

10: return (SA, SB).

S
A

*
S

A

1 ... S
A

100

51.27

56.68

76.35

(a)

S
B

*
S

B

1 ... S
B

100

104.44

128.97

137.93

(b)
Fig. 8. Comparative results with the random strategy for the
Facebook example: (a) LA(SA, S

∗
B), (b) LB(S

∗
A, SB).

8b, 9b, and 10b depict LB(S
∗
A, SB) for the three investigated604

examples, where SB ∈ {S∗
B}∪NB . Again, it can be concluded605

that LB(S
∗
A, S

∗
B) < LB(S

∗
A, SB), SB ∈ NB . Overall, the606

results from Figs. 8–10, suggest that when Nash equilibrium607

is employed, the rumor-monger gains the most and the rumor-608

debunker loses the least.609

S
A

*
S

A

1 ... S
A

100

62.09

66.13

78.54

(a)

S
B

*
S

B

1 ... S
B

100

104.86

115.00

120.66

(b)
Fig. 9. Comparative results with the random strategy for the
Twitter example: (a) LA(SA, S

∗
B), (b) LB(S

∗
A, SB).

S
A

*
S

A

1 ... S
A

100

58.91

64.16

78.47

(a)
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B

*
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1 ... S
B

100

103.45

111.67

116.64

(b)
Fig. 10. Comparative results with the random strategy for the
YouTube example: (a) LA(SA, S

∗
B), (b) LB(S

∗
A, SB).

Experiment 3: To further validate the effectiveness of 610

the proposed approach in large-scale networks, we conduct 611

experiments (using the Facebook network as an example) 612

by increasing the number of network nodes. Specifically, we 613

construct networks with 1000 and 2000 nodes, denoted as 614

kF1000 and kF2000, respectively. Algorithm 2 is executed 100 615

times under the parameter settings used previously for the 616

Facebook data. Consequently, 100 random rumor-mongering 617

and rumor-debunking strategies are obtained, denoted as NA = 618{
S1
A, · · · , S100

A

}
and NB =

{
S1
B , · · · , S100

B

}
respectively. The 619

corresponding net gain and total loss of the Nash equilibrium 620

strategy and each random strategy combination are illustrated 621

in Fig. 11.
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1001.71

1000-node network

2000-node network

Fig. 11. Comparison result in kF1000 (left) and kF2000 (right).
622

From Fig. 11, it can be intuitively seen that with the 623

increase in network scale, both the gain and loss also increase. 624

When adopting the Nash equilibrium strategy, the rumor- 625

monger maximizes gains while the rumor-debunker minimizes 626

losses. The Nash equilibrium strategy represents the optimal 627

choice for both parties. Thus, the effectiveness of the proposed 628

method is demonstrated under large-scale networks. 629

2) Comparative experiment with the uniform strategy: 630

The so-called uniform strategy refers to a system that evenly 631

distributes cost resources for rumor-mongering and rumor- 632

debunking at each control time step. It entails that both the 633

rumor-monger and rumor-debunker adopt the same strategy 634

in the long run without any strategy changes. We design an 635

algorithm for generating a uniform strategy pair, as shown in 636

Algorithm 3, and set n = 100, h = 0.05.

Algorithm 3 Uniform strategy generation

Input: k = (G,SA, SBP , SBQ, η, θ, p, y, h, δ, ε, w, T,E0), a posi-
tive integer n, and a step size h.

Output: Uniform strategy pair (SA, SB).
1: pick out n − 1 points within the interval [0, T ] by step size h,

denoted as tk, k = 1, . . . , n − 1, where 0 = t0 < t1 < · · · <
tn−1 < tn = T ;

2: randomize α ∈ [0, SA), β ∈ [0, SBP ), γ ∈ [0, SBQ];
3: for 0 ≤ k ≤ n− 1 do
4: for 0 ≤ i ≤ m− 1 do
5: tik = tk + i

m
h;

6: SA(t) := α, SBP (t) := β, SBQ(t) := γ;
7: end for
8: end for
9: SA(tn) := SA(tn−1), SB(tn) := SB(tn−1);

10: return (SA, SB).

637

Experiment 4: Algorithm 3 is executed 100 times each 638

under the parameter settings discussed when introducing the 639

Facebook, Twitter and YouTube examples. Specifically, 100 640
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uniform rumor-mongering and rumor-debunking strategies are641

generated within the upper and lower bounds of SA, SBP ,642

and SBQ, denoted as NA =
{
S1
A, · · · , S100

A

}
and NB =643 {

S1
B , · · · , S100

B

}
respectively. The net gain and total loss644

corresponding to each strategy are then calculated, and the645

generated results are shown in Figs. 12, 13, and 14.
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Fig. 12. Comparative results with the uniform strategy in the
Facebook example: (a) LA(SA, S

∗
B), (b) LB(S

∗
A, SB).
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Fig. 13. Comparative results with the uniform strategy in the
Twitter example: (a) LA(SA, S

∗
B), (b) LB(S

∗
A, SB).
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Fig. 14. Comparative results with the uniform strategy in the
YouTube example: (a) LA(SA, S

∗
B), (b) LB(S

∗
A, SB).

646

Figs. 12a, 13a and 14a show the value of LA(SA, S
∗
B) for647

the three studied examples, where SA ∈ {S∗
A}∪NA. From the648

results, it can be seen that LA(S
∗
A, S

∗
B) > LA(SA, S

∗
B), SA ∈649

NA. Similarly, Figs. 12b, 13b and 14b present LB(S
∗
A, SB) for650

our three examples, where SB ∈ {S∗
B} ∪ NB , and we again651

conclude that LB(S
∗
A, S

∗
B) < LB(S

∗
A, SB), SB ∈ NB . From652

the reported results, we again observe that the rumor-monger653

gains the most and the rumor-debunker loses the least when654

the Nash equilibrium is employed.655

3) Comparative experiment with the uncertain rumor-656

mongering strategy: Due to the lack of information and lim-657

ited expertise, the rumor-monger may not be able to accurately658

estimate the specific profit of LA(SA, SB). In this context,659

the rumor-monger loses the ability to confirm the values of660

(S∗
A, S

∗
B)To evaluate the advantage of the rumor-debunking661

strategy S∗
B , we compare the loss of the rumor-debunker under 662

random and uniform rumor-mongering strategies. 663

Experiment 5: In Experiments 2 and 4, we generated 100 664

random rumor-mongering strategies and 100 uniform rumor- 665

mongering strategies, denoted as NA =
{
S1
A, · · · , S100

A

}
and 666

then computed the total loss for each strategy.
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Fig. 15. Comparison with the uncertainty of random rumor-
mongering strategy.
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Fig. 16. Comparison with the uncertainty of uniform rumor-
mongering strategy.

Fig. 15 plots LB(SA, S
∗
B), SA ∈ {S∗

A}∪NA of Experiment 668

2 for the three considered OSNs, and it can be seen that 669

LB(SA, S
∗
B) < LB(S

∗
A, S

∗
B), SA ∈ NA. Similarly, Fig. 16 670

plots LB(SA, S
∗
B), SA ∈ {S∗

A} ∪ NA of Experiment 4 on 671

the three OSNs, and we again observe that LB(SA, S
∗
B) < 672

LB(S
∗
A, S

∗
B), SA ∈ NA. It is interesting to note that in the case 673

of uncertain rumor-mongering strategies, regardless of whether 674

a random or uniform strategy is employed, the rumor-debunker 675

loss is lower than with the Nash equilibrium. Therefore, we 676

conclude that the overall loss of the rumor-debunker is always 677

lower than LB(S
∗
A, S

∗
B) when the Nash strategy S∗

B is adopted. 678

This indicates that S∗
B at the Nash equilibrium can effectively 679

reduce the loss of the rumor-debunker. 680

D. Model comparison 681

Next, we verify the effectiveness of the proposed hybrid 682

rumor-debunking strategy by comparing the overall loss of the 683

rumor-debunker and the evolution of the B state in the network 684

with competing models. Specifically, we compare against the 685

work from [32], which focuses on rumor debunking by solely 686

spreading the truth. To visually observe the rumor propagation 687

in the network, we estimate E(t) =
(
D(t), B(t), R(t)

)
, 688

which represents the expected state evolution trajectory of the 689

network, where: 690

D̄(t) = 1
N

N∑
i=1

Di(t), B(t) = 1
N

N∑
i=1

Bi(t), R̄(t) = 1
N

N∑
i=1

Ri(t). (22)

Experiment 6: Given that the functions h(x), p(x) and 691

y(x) represent rumor-mongering and debunking strategies, we 692

control these variables for model comparison. We conduct 693

experiments in 1000-node Facebook, Twitter and YouTube 694

networks with the same parameters as above. Specifically, we 695

consider three distinct cases: 696
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Fig. 17. Comparison of the model over the three networks.

TABLE II: Estimated parameters for two events.

Parameters Dataset R1 Dataset R12 Parameters Dataset R1 Dataset R12

ηDB 0.237 0.036 ε 0.001 0.001
ηRB 0.966 0.135 pD 0.019 0.011
θDR 0.001 0.069 pR 0.001 0.993
θBR 0.991 0.209 yD 0.001 0.001
δR 0.263 0.001 yB 0.154 0.151
δB 0.001 0.001 hB 0.607 0.626

• Case 0 (Truth strategy): Only the truth dissemination697

strategy is implemented, where h(x) = 0, p(x) ̸= 0 and698

y(x) ̸= 0. This corresponds to the work from [32].699

• Case 1 (Regulatory strategy) : Only the regulatory strat-700

egy is implemented, where y(x) = 0, p(x) ̸= 0 and701

h(x) ̸= 0.702

• Case 2 (Hybrid strategy) : Two control strategies are703

implemented, where p(x) ̸= 0, y(x) ̸= 0, and h(x) ̸= 0.704

Fig. 17 illustrates LB(S
∗
A, S

∗
B) for the three studied exam-705

ples. It is evident that across the three examples, the proposed706

model (marked hybrid) exhibits the lowest rumor-debunking707

loss. We hence conclude that, compared to the adoption of708

a single rumor-debunking strategy, the collaboration of two709

strategies results in the lowest rumor-debunking loss, which710

verifies the effectiveness of our hybrid debunking strategy.711

Fig. 18 shows the dynamic evolution of B(t) under different712

strategies in three 1000-node networks. It can be observed that713

over time, the density of rumor-believing in the network first714

increases, then gradually decreases, and eventually stabilizes.715

It is evident that under the hybrid rumor-debunking strategy716

model, the probability of believing in rumors is the lowest,717

and the effect of rumor suppression is the best.718

E. Validation with actual rumor events719

Subsequently, we validate the effectiveness of the proposed720

propagation model using actual rumor events. Inspired by the721

work in [38], we initially estimate all parameters in the model722

using a portion of the data and then leverage the remaining723

data for model validation. To ensure that the proposed model724

can capture the propagation process associated with various725

rumors, we select two specific rumor events for validation.726

The data used in this experiment originates from the Newly727

Emerged Rumors in Twitter (NERT) dataset [39], which728

empirically investigates the dissemination patterns of newly729

emerging rumors on Twitter. This extensive dataset comprises730

12 distinct rumor events, each accompanied by the simulta- 731

neous spread of anti-rumors. After a thorough analysis, we 732

select the events in the Dataset R1 and Dataset R12 for our 733

experiments, as they offer larger scales, comprehensive infor- 734

mation, and relatively stable fluctuations in rumor propagation 735

processes, and are thus ideal for rigorous experimentation. 736

In the NERT dataset, each row represents a tweet related 737

to a rumor, with each column providing information relevant 738

to that tweet. Specifically, the status column marked “r” 739

represents rumor tweets, corresponding to the B state in 740

the proposed model, while “a” represents anti-rumor tweets, 741

corresponding to the R state. We calculate the hourly rumor 742

(anti-rumor) propagation density in the network by dividing 743

the number of rumor (anti-rumor) tweets within each hour 744

by the total number of rumor (anti-rumor) tweets. Notably, 745

since the original dataset does not contain network structure 746

information, as the rumor events are captured from Twitter, we 747

utilize a dataset [36] to construct a real Twitter network for 748

simulating the rumor propagation process within our model. 749

For the events Dataset R1 and Dataset R12, rumor fluctu- 750

ations lasted for 49 hours and 77 hours, respectively. When 751

choosing data for experimental fitting, we must strike a bal- 752

ance: selecting too little data may not yield enough informa- 753

tion, while an excessive amount, especially after the rumor 754

trend has stabilized, may not be representative. Therefore, we 755

opt to use approximately the first 20% of each event’s duration 756

for parameter estimation, specifically, the first 9 hours of 757

Dataset R1 and the first 17 hours of Dataset R12. To identify 758

the best model parameters, we employ sequential quadratic 759

programming, continuously fine-tuning all parameters within 760

the 0.001 to 0.999 range until the sum of squared errors 761

is minimized. This process yields parameter estimates for 762

both events, which are listed in Table II. Substituting these 763

parameters into our proposed model allows us to generate 764

predicted density curves for both R̄(t) and B̄(t). 765

Figs. 19 and 20 compare our model’s predictions with the 766

actual density variations observed in two actual rumor events. 767

Clearly, the model’s predictions closely match the real-world 768

trends of rumor propagation and debunking in both cases. This 769

underscores the effectiveness of the proposed model in fitting 770

real-world diffusion data accurately. 771

772

F. Sensitivity analysis 773

Finally, we explore the impact of key parameters on 774

the cost-effectiveness of the Nash-equilibrium strategy. By 775

controlling for the value of selected variables, a system- 776

atic investigation is conducted into how the expected net 777

gain LA(S
∗
A, S

∗
B) for the rumor-monger and the total loss 778

LB(S
∗
A, S

∗
B) for the debunker vary with different parameter 779

values under the Nash-equilibrium strategy. Specifically, the 780

effects of the rumor-debunking control cost budget SB = 781

(SBP , SBQ) and the average rumor gain/loss w = (wA, wB) 782

on the cost-effectiveness of the Nash equilibrium strategy 783

are investigated. Three example models, denoted as k ∈ 784

{k1000F ,k1000T ,k1000Y }, are considered in three social networks 785

with 1000 nodes each. By setting SB = (SBP , SBQ) ∈ 786
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Fig. 18. Comparison of the dynamic evolution of B(t) under different models in three networks.
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Fig. 19. Comparison of model prediction with Dataset R1.
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Fig. 20. Comparison of model prediction with Dataset R12.

{0.2, 0.4, · · · 1.8}, with other parameters remaining consistent787

with the aforementioned examples. Algorithm 1 is executed to788

obtain the Nash strategy combinations and calculate the total789

gain for the rumor-monger and the total loss for the debunker,790

as illustrated in Fig. 21. For w = {0.1, 0.2, · · · 0.5}, with other791

parameters held constant, Algorithm 1 is again executed, and792

the results are displayed in Fig. 22.793

Fig. 21 illustrates that, regardless of network structure, as794

the debunking control cost budget increases, both the rumor-795

monger’s gain and the debunking loss decrease. However, after796

the rumor-debunking control cost budget reaches a certain797

level, this downward trend gradually flattens out. This suggests798

that appropriately increasing the debunking control budget799

helps suppress rumors and reduce associated losses. Fig. 22800

shows that, across different social networks, as the average801

rumor gain/loss increases, both the rumor-monger’s gain and802

the debunking loss increase. This indicates that larger rumor803

gains and losses are more detrimental to the rumor debunker.804

Therefore, it is crucial to strengthen the regulation of rumors805

and minimize their potential gains in order to achieve effective806

rumor control.807

Fig. 21. Impact of rumor-debunking control cost budget on
cost-effectiveness.

Fig. 22. Impact of average rumor gain/loss on cost-
effectiveness.

VII. DISCUSSIONS 808

This paper offers new perspectives for in-depth research on 809

online rumors and provides feasible theoretical support for the 810

design of rumor control strategies, thus possessing significant 811

practical meaning and application value. Specifically, when 812

unverified rumors emerge on the network, the platform can 813

promptly initiate a regulatory mechanism and classify users 814

based on user profiles and social relationships. For users 815

who frequently disseminate information and have extensive 816

network connections, authoritative rumor-debunking content 817

should be preferentially pushed to them, leveraging their social 818

influence to accelerate the spread of the truth. As for malicious 819

users, measures such as blocking and restricting the forwarding 820

and viewing of rumors can be taken. Through such targeted 821

measures, the spread of rumors can be effectively curbed, 822

and public opinion can be guided in a positive direction. 823

Currently, major social platforms have begun to implement 824

fact-checking and content review mechanisms in different 825
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regions. For example, Weibo has set up a dedicated rumor-826

refuting account to promptly release authoritative information827

for clarification. Facebook has launched a fact-checking mech-828

anism and cooperated with third-party institutions to mitigate829

adverse effects by labeling and reducing the spread of rumors.830

There are some issues that remain to be discussed. Our831

network dataset is derived from mainstream social platforms,832

which limits its coverage of niche social networks or platforms833

specific to certain professional domains. This may hinder the834

results from fully representing a broader and more diverse835

social network environment. Additionally, the rumor event836

dataset is sourced from specific social platforms and time837

periods, resulting in insufficient sample representativeness,838

which could impact the generalizability of the experimental839

findings. Given the diversity of social platforms and cultural840

contexts, data from different platforms or cultural backgrounds841

may exhibit varying network structures and propagation char-842

acteristics. To address dataset limitations, future research will843

incorporate more diverse data sources, including comprehen-844

sive datasets that span across platforms, cultures, and regions,845

to further enhance applicability.846

VIII. CONCLUSIONS AND FUTURE WORK847

In this paper, we addressed the issue of hybrid debunking848

strategies in the context of adversarial behaviors between849

rumor-mongering and debunking. We proposed a novel node-850

based dynamical model to describe the spread of rumors on851

arbitrary networks and utilized differential game theory to852

characterize the processes of rumor-mongering and debunking.853

We conducted extensive comparative experiments on three real854

OSNs, including comparisons with random strategy, uniform855

strategy, and single strategy models to evaluate the effec-856

tiveness of the proposed hybrid debunking approach. Addi-857

tionally, we utilized two actual rumor events for parameter858

estimation and prediction to further validate the efficacy of our859

propagation model. The results demonstrate that the proposed860

model effectively simulates the propagation trends of rumor861

and debunking in real social networks. Finally, we conducted862

a sensitivity analysis of the parameters, offering valuable863

insights for effectively controlling the propagation of rumors864

within networks.865

While the differential game framework provides a solid866

theoretical foundation, its practical implementation in large,867

dynamic OSNs remains a significant challenge. The real-time868

calculation of optimal debunking strategies across vast and869

constantly changing networks introduces substantial compu-870

tational complexity. It is essential to address the practical871

feasibility of deploying these strategies in real-world scenarios,872

particularly concerning computational costs and the time-873

sensitive nature of rumor control. For computational costs, we874

plan to adopt two methods: one is to optimize algorithms,875

such as using approximate algorithms or heuristic algorithms876

to seek suboptimal solutions, which can significantly improve877

computational efficiency while ensuring a certain level of878

accuracy; The second is to simplify the model by reducing879

its complexity based on reasonable assumptions and approx-880

imation methods, making it easier to handle. Concerning the881

time-sensitive aspect, we will strive to achieve the precise 882

classification of user groups for rapid deployment of strate- 883

gies. Specifically, for users experiencing frequent changes in 884

network structures, we will allocate additional computational 885

resources to ensure efficient computation of game strategies. 886

Conversely, for users with relatively stable network structures, 887

resource allocation will be moderately reduced. This approach 888

allows for a comprehensive understanding and effective utiliza- 889

tion of the characteristics of social users, while also enabling 890

flexible responses to dynamic changes in network structures, 891

thereby alleviating resource constraints and maximizing the 892

potential of computing resources. 893
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Vitomir Štruc (Senior Member, IEEE) is a Full1057

Professor with the University of Ljubljana, Slovenia.1058

His research interests include problems related to1059

biometrics, computer vision, image processng, and1060

machine learning. He coauthored more than 1501061

research papers for leading international peer re-1062

viewed journals and conferences in these and related1063

areas. He is a Senior Area Editor of the IEEE1064

TRANSACTIONS ON INFORMATION FOREN-1065

SICS AND SECURITY, a Subject Editor for Signal1066

Processing (Elsevier), and an Associate Editor for1067

Pattern Recognition and IET Biometrics. He serves regularly on the organizing1068

committees of visible international conferences, including IJCB, FG, WACV,1069

and CVPR. He currently acts as the General Chair for IJCB 2023, the Program1070

Chair for IEEE Face and Gesture 2024, the Tutorial Chair for CVPR 2024, and1071

the Program Co-Chair for WACV 2025. He is a member of IAPR, EURASIP,1072

Slovenia’s ambassador for the European Association for Biometrics (EAB),1073

and the former president and current executive committee member of the1074

Slovenian Pattern Recognition Society, the Slovenian member of IAPR. He1075

is also the current VP Technical Activities for the IEEE Biometrics Council,1076

the secretary of the IAPR Technical Committee on Biometrics, and a member1077

of the Supervisory Board of EAB.1078

Da-Wen Huang received the M.Sc. degree in math-1079

ematics from Xiangtan University, Xiangtan, China,1080

in 2017, and the Ph.D. degree in software engineer-1081

ing from Chongqing University, Chongqing, China,1082

in 2020. He is currently an Associate Professor with1083

the College of Computer Science, Sichuan Normal1084

University, Sichuan, China. His research interests in-1085

clude cybersecurity, wireless sensor networks, Inter-1086

net of Things, complex networks, and data mining.1087

1088


	INTRODUCTION
	Related work
	Evolutionary dynamical model
	Background
	Dynamical model formulation

	Rumor-mongering and rumor-debunking differential game problem
	Rumor-mongering strategy and rumor-debunking strategy
	Rumor-mongering gain and rumor-debunking loss
	Differential game problem formulation

	Solving of rumor-mongering and rumor-debunking differential game problem
	Optimality System
	Numerical solution algorithm

	Experiments
	Experimental setup
	Numeric examples
	Basic strategy comparison validation
	Comparative experiment with the random strategy
	Comparative experiment with the uniform strategy
	Comparative experiment with the uncertain rumor-mongering strategy

	Model comparison
	Validation with actual rumor events
	Sensitivity analysis

	Discussions
	CONCLUSIONS and Future work
	References
	Biographies
	Chenquan Gan
	Wei Yang
	Qingyi Zhu
	Meng Li
	Deepak Kumar Jain
	Vitomir Štruc
	Da-Wen Huang


