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Abstract

Advances in deep learning and convolutional neural networks (ConvNets) have driven remarkable face recog-

nition (FR) progress recently. However, the black-box nature of modern ConvNet-based face recognition

models makes it challenging to interpret their decision-making process, to understand the reasoning behind

specific success and failure cases, or to predict their responses to unseen data characteristics. It is, there-

fore, critical to design mechanisms that explain the inner workings of contemporary FR models and offer

insight into their behavior. To address this challenge, we present in this paper a novel template-inversion

approach capable of reconstructing high-fidelity face images from the embeddings (templates, feature-space

representations) produced by modern FR techniques. Our approach is based on a novel Deep Face Decoder

(DFD) trained in a regression setting to visualize the information encoded in the embedding space with

the goal of fostering explainability. We utilize the developed DFD model in comprehensive experiments on

multiple unconstrained face datasets, namely Visual Geometry Group Face dataset 2 (VGGFace2), Labeled

Faces in the Wild (LFW), and Celebrity Faces Attributes Dataset High Quality (CelebA-HQ). Our analysis

focuses on the embedding spaces of two distinct face recognition models with backbones based on the Visual

Geometry Group 16-layer model (VGG-16) and the 50-layer Residual Network (ResNet-50). The results

reveal how information is encoded in the two considered models and how perturbations in image appearance

due to rotations, translations, scaling, occlusion, or adversarial attacks, are propagated into the embedding

space. Our study offers researchers a deeper comprehension of the underlying mechanisms of ConvNet-based

FR models, ultimately promoting advancements in model design and explainability.
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Interpretability
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1. Introduction

Face recognition (FR) models are widely used in various applications such as video surveillance, access

control, social media apps, and smart technologies, providing security and convenience benefits [62]. This

widespread deployment of FR technology can largely be attributed to advances in deep learning and par-

ticularly convolution neural networks (or ConvNets for short) that led to unprecedented success on various

benchmarks as well as real-world recognition tasks [59]. However, deep learning models are still often de-

scribed as “black boxes”, since they produce recognition results without revealing how they arrived at their

decisions. Interpreting and understanding the underlying mechanisms behind the models’ decisions, there-

fore, remains a challenge due to the abstract nature of the generated feature spaces and complex hierarchy

of mappings applied to the input data [36].

State-of-the-art ConvNet-based FR models typically accept a facial image as input and produce a fixed-

size feature representation, commonly referred to as an embedding (or face template). Ideally, these em-

beddings are conditioned only on identity information and are invariant to changes in pose, illumination,

expression, and other nuisance factors that are known to vary from image to image. With these character-

istics, the embeddings of different images can be easily compared to determine if they belong to the same

identity or not. However, since the embedding comparisons occur in an abstract high-dimensional feature-

space, it is difficult to associate semantic meaning to the face templates or, in other words, to interpret the

encoded embeddings w.r.t. the characteristics of the input face images.

A potential solution to these issues lies in template inversion methods. These methods aim to recover

the information encoded in the face templates and generate reconstructions resembling input images. While

this task is challenging and requires inverting the feature extraction process of contemporary ConvNets to

recover an approximation of the original face image from its embedding, it also has important implications

for the understanding of the information encoded in the face templates. This capability can enhance the

transparency of modern ConvNet-based facial recognition models, aid in interpreting the underlying decision-

making procedures, and help discern the rationale behind model success and failure. Such transparency not

only fosters a deeper grasp of contemporary deep learning-driven facial recognition technology but also aligns

with the mandates of privacy laws and regulations, such as the General Data Protection Regulation (GDPR)

[17, 42].

Although considerable progress has been made in template-inversion techniques [14, 1, 13, 41], the

majority of existing work focuses on the security threat of stolen biometric templates. Specifically, they

aim to attack FR systems by inverting an acquired template and injecting the reconstructed image into the

matching pipeline, in a so-called template-inversion attacks. As attack-motivated inversion techniques only

care about the template distance between the reconstructed and original images, they do not necessarily

maximize the visual correspondence with the original input image. As such, these techniques offer limited
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Figure 1: We introduce a template inversion technique, named Deep Face Decoder (DFD), with the goal of analyzing, un-

derstanding and explaining the embedding space of ConveNet-based face recognition (FR) models. Above, we show inversion

results (i.e., reconstructions, recovered images) for the embeddings, produced by two different FR models (with VGG and

ResNet backbones) and two DFD variants. By comparing the original images (top row) and the generated reconstructions

(rows 2-4), we are able to get insight into the characteristics of the embedding space of the FR models.

potential for the interpretation of the embedding space generated by modern ConvNet-based FR models.

In this paper, we address this gap and develop a novel decoder model, named Deep Face Decoder

(DFD), capable of adeptly inverting face templates and producing accurate image reconstructions that

offer insights into the embedding space of contemporary FR models. We train the DFD model within a

regression framework, employing specialized learning objectives. These objectives guide the model towards

generating reconstructions closely resembling the original input faces, while avoiding model hallucinations

often associated with inversion techniques based on Generative Adversarial Networks [20].

Using the DFD model, we delve into the attributes of the embedding space of two contemporary FR

models (VGG-16 and ResNet-based [52, 23]), aiming to address key research inquiries. For instance, we

investigate whether distinct ConvNet backbones in FR models encode facial details differently within their

embedding spaces. We also analyze the effects of geometric face perturbations (i.e., rotations, translations,

and scaling) on the generated face templates. Moreover, we examine the embedding space’s response to

adversarial noise. Finally, we analyze the influence of different embedding aggregation strategies on the

encoded information and explore the repercussions of face template modifications. To explore these and

related research inquiries, we conduct extensive experiments across three varied face datasets: VGGFace2 [5],

Labeled Face in the Wild (LFW) [28], and CelebA-HQ [34]. Our findings, previously unreported in the

literature, shed light on these matters comprehensively.

The main contributions of this paper can be summarized into the following three points:

• We introduce the Deep Face Decoder (DFD), a state-of-the-art (SOTA) template inversion technique,
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designed to recover high-fidelity face images from the embeddings/templates of ConvNet-based FR

models with the goal of visualizing the information encoded in the FR-model’s embedding space, as

also illustrated in Figure 1.

• We utilize the proposed DFD model to gain insights into the characteristics of two (architecturally)

distinct FR models and study the impact of geometric transformations, adversarial noise, occlusions,

and different template computation strategies on the information encoded in the embedding space of

the considered FR models.

• We make important observations about the properties of ConvNet-based FR models. For example: (i)

We find that modern ResNet-based FR models abstract away multiple sources of image variability (e.g.,

pose, scale, position) when mapping input images into embeddings and do this more effectively than

the earlier VGG-based FR models; (ii) We observe strong empirical evidence on the equivariance of

the embedding space of the considered FR models w.r.t. geometric transformations, pointing towards

the possibility of designing misalignment-correction schemes directly in the embedding space; (iii) We

show that aggregating embeddings from multiple face images during template construction acts as a

normalization process in the embedding space and produces templates that correspond to well aligned,

frontal, neutral and well illuminated facial images.

2. Related Work

In this section, we discuss relevant prior research with the goal of providing context for our work. We start

the section with a brief review of modern face recognition techniques, continue with the current literature on

the inversion of biometric templates, and finally discuss the latest research for understanding the embedding

space of FR models.

2.1. Facial Recognition

Recent advancements in face recognition have been largely focused on learning models that can generate

embeddings with ever greater inter-identity distance and intra-identity compactness [62, 59, 44]. Contempo-

rary state-of-the-art models typically utilize deep ConvNets (e.g., VGG-like networks, ResNets, DenseNets,

and similar), as backbones and angular margin-based losses to enforce the angular margins between the deep

embeddings on a hyper-spherical manifold [38, 37, 57, 56, 58, 10]. As these large models require equally

large datasets, later innovations focused on more efficient learning from noisy datasets. In [27, 9] the au-

thors found that the angle between a sample and its class center can be associated with data quality. In

[30], the authors decided to emphasize hard samples when the image quality is high and vice-versa. While

these contributions have produced models with exceptional ability to recognize subjects in facial images,

the progress in understanding their deep embedding spaces hasn’t been nearly as rapid. This not only leads
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to difficult-to-understand failure cases, but also to public distrust of model decisions. In this work, we shed

light on some of the properties of the embedding space of FR models using our novel DFD template decoder

model.

2.2. Inverse Biometrics

In biometric systems, a template is typically generated from the enrollment biometrics data (e.g., a face

image) and stored in a database for later comparisons. Largely motivated by the security and privacy con-

cerns surrounding these templates, the field of inverse biometrics studies the reversal of biometric templates

back into raw biometric data. With regard to modern facial recognition, inverse biometrics commonly refers

to the inversion of a deep face template generated by a ConvNet-based FR model [15]. The inversion scenario

can either be one where the embedding model is available (white box) or obscured (black box). Additionally,

the targeted inversion templates can belong to the training set of the embedding model (closed-set) or be

completely unique (open-set). In this section, we review the prior work of the two main inversion categories,

optimizer, and trained-model-based inversion. For greater detail, we invite the reader to review the following

survey on inverse biometrics [19].

2.2.1. Optimizer-based Inversion

Optimizer-based inversion for a face recognition model ξ primarily functions via the use of an iterative

optimization algorithm to find an input x̂ that minimizes the difference between its mapped embedding ξ(x̂)

and the targeted embedding ξ(x) for an original image x [40]. As template inversion is, in general, an ill-posed

problem, strong regularization is commonly needed to facilitate the process. In [47] and [48] the authors

limited the reconstruction search space using random Gaussian blobs and Eigenfaces [53] respectively. As

these search spaces have difficulty replicating the complex structure of facial images, these methods produce

reconstructions of relatively low quality. Utilizing a more expressive model of face images, [14, 54] improved

the output quality by searching the space of StyleGAN latent codes instead. Taking on a different approach,

[11] regularized the batch norm statistics within the embedding model rather than directly constraining the

image space. While the described approaches reconstruct a singular sample, our approach with a learned

decoder in essence trains a reconstruction algorithm to operate over all samples in the training set. This

provides its own regularizing effect, helps preserve the continuity between different reconstructed samples

(allowing template manipulation experiments), and increases the speed of inference.

2.2.2. Model-based Inversion

As opposed to single-shot optimization approaches, many inversion techniques utilize a trained model

D to invert templates ξ(x) of the embedding network ξ to minimize the distance between the template of

the reconstructed image ξ(x̂) and the initial original ξ(x). Taking advantage of the high-quality face image

manifold present in pre-trained generator networks, [1, 33, 16, 13] train a mapper between the template space
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of the facial recognition network and the generator’s latent space. This improves the output fidelity and

training stability, but the reconstructions often don’t retain much of the contextual information of the initial

image that generated the template. This is because the mapper is finding the most likely intersection between

the template space and the latent space, rather than the most likely image that generated a given template.

Rather than constraining the reconstruction to a particular image manifold, [51, 15, 43, 7, 41, 63] train a

reconstruction network using a combination of losses to enforce the fidelity of the reconstruction. Unlike the

methods in prior work, largely motivated by security concerns, we specifically chose our mapping space and

loss functions to maximize the reconstruction context and the reliability of unseen template reconstructions.

This creates reconstructions both robust and detailed enough to help interpret the characteristics of the

embedding space.

2.3. Embedding Space Understanding

The explainability of deep feature spaces, also known as deep embeddings, holds critical importance in FR

systems. This importance stems from factors such as reliability, accountability, and ethical considerations.

One major limitation of deep learning models, such as Convolutional Neural Networks (ConvNets), is their

black-box nature, which makes it difficult to understand the underlying mechanisms and decision-making

processes. The concept of explainability comes into play to address this issue. Through the process of

post hoc explanation, which encompasses the examination of a trained model to glean insights into its

acquired relationships, we can greatly amplify our comprehension of the model’s decision-making procedure.

Utilizing this, some researchers looked further into the content of the embedding space. Although training

objectives for facial recognition encourage the network to learn only ID information during encoding, [35, 8,

46] found it possible to predict non-ID information from face embeddings, suggesting this information was

unintentionally encoded. Studying the organization of the template space, [45] used the similarity structure

of an embedded dataset to reveal a highly organized template space with low-quality samples clustered in the

center. Going further, [24] probed the identity space using synthetically created data. By carefully varying

the gender, illumination, and view of synthetic faces in the template space they were able to discover a

hierarchical ranking of features used by the FR network. Looking closer, [46], found that directions of large

variance in the sampled template space were correlated with human-interpretable visual attributes, such as

gender and viewpoint. While discovering useful insights, prior work was limited to applying counterfactual

manipulations to the network input and analyzing the mathematical outcomes in the template space. In

this paper, we build on the outlined body of work and incorporate our Deep Face Decoder into the analysis

of the embedding space of modern FR models. By doing this, we can, for the first time, visualize the effect

of certain image perturbation on the computed face templates and directly explore through visual feedback

the impact of specific template manipulation procedures.
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Figure 2: High-level overview of the Deep Face Decoder (DFD) and illustration of the individual learning objectives. Given a

(fixed and pretrained) face recognition model ξ and an input face image x, the goal of DFD is to generate a reconstruction of

the input image x̂ from the generated embedding ξ(x) that can be used to explore the characteristics of the embedding space

of ξ. DFD is trained using a multi-term loss function at both local and global scales, as further defined in Section 3.2.

3. Deep Face Decoder

In this section, we present the proposed Deep Face Decoder (DFD) that allows us to visualize (and, con-

sequently, interpret) the information contained in the face templates, produced by contemporary, ConvNet-

based FR models.

3.1. Overview

In order to analyze the information encoded in the embedding space of modern face recognition models,

we design DFD as a decoder model capable of mapping the computed face templates back into the visual

domain, as also illustrated in Figure 2.3. Formally, given a face recognition model ξ that produces a face

template (or embedding), i.e., e = ξ(x), from the provided input face image x, the DFD decoder D aims

to generate a reconstructed image x̂ that is as close (and as similar) to the input image x as possible. The

parameters of D, θD, are optimized using a reconstruction-oriented loss function Lr, i.e.:

θ∗D = argmin
θD

Ex {Lr(D(ξ(x); θD),x)} . (1)

The loss function aims to recover the information contained in the template e, so it becomes interpretable for

humans. The optimal decoder parameters θ∗D are typically learned over a dataset of N suitably preprocessed

face images x.

3.2. Loss Definition

The overall objective function for training the DFD model consists of multiple losses, designed to recon-

struct as much of the initial visual information from the given face template e as possible. Because face

recognition models ξ are expected to produce image representations that are invariant to various nuisance

factors, including pose, age, expression and others, a considerable amount of information is typically ab-

stracted away during the template extraction step and a perfect reconstruction is, in general, not possible.

7



We, therefore, design the learning objective as a combination of low-level per-pixel losses (Lpix) and higher-

level gradient-domain (Lgrad) and perceptual losses (Lperc) of the following form with the goal of recovering

an approximate face image x̂:

L(x, x̂) = Lpix + λgradLgrad + λpercLperc+

+ λl
pixLl

pix + λl
gradLl

grad + λl
percLl

perc,
(2)

where λgrad, λperc, λ
l
pix, λ

l
grad and λl

perc are balancing weights. The individual losses are applied separately

over the narrow/local facial area xl (marked with the superscript l above), but also the complete input image

x that contains a larger degree of contextual information. Such an approach allows for the tuning of the

overall objective towards the most expressive regions of the face, while still taking the encoded contextual

information into account [26]. Details on the individual loss terms (defined over x) are given below:

• The pixel loss (Lpix) encourages the DFD model to reconstruct images x̂ that are as close as possible

to the original images x in terms of low-level pixel intensities. In other words, the loss aims to recover

the exact visual appearance of the input image from the face template e and is defined by a squared

L2 error norm:

Lpix = ∥x− x̂∥2 = ∥x−D(ξ(x); θD)∥2. (3)

The L2 loss considers each pixel individually and neglects correlations between neighboring pixels. To

address this issue, we incorporate gradient and perceptual losses into our overall learning objective, as

defined in the following sections.

• The gradient loss (Lgrad) serves a complementary role to the pixel loss defined above. When using

only pixel-level losses, the reconstructed images x tend to be overly smooth and without sharp edges

that are typically key for perceiving the structural content of an image [39]. To this end, we define the

gradient loss as a squared L2 error norm in the gradient domain of the image. Formally, this can be

written as:

Lgrad = ∥∇x−∇x̂∥2 = ∥∇x−∇D(ξ(x); θD)∥2. (4)

• The perceptual loss (Lperc) is the final component of the optimization objective and helps to pe-

nalize differences in higher-level semantics between the original and reconstructed images. This loss is

paramount for the capabilities of the DFD model, as it allows to recover images x̂ that contain similar

semantic content to the inputs, while not requiring perfect per-pixel correspondences. This aspect is

particularly important for DFD since some of the information initially contained in the face image

x may have been discarded or abstracted away during the template-computation process, i.e., ξ(x).

Inspired by the work in [29], we define the perceptual loss in the form of a squared L2 error norm in

the feature space of a perceptual network φ, i.e.,

Lperc = ∥φ(x)− φ(x̂)∥2 = ∥φ(x)− φ(D(ξ(x); θD))∥2. (5)
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Note that the above losses are defined only over the input images x, but the same definitions also apply for

the local facial regions xl and the corresponding losses Ll
pix,Ll

grad and Ll
perc. The use of local and global

losses allows us to put additional emphasis on the central region, while also reconstructing the context

in a meaningful manner. As we demonstrate empirically in the experimental section, this leads to minor

reconstruction improvements.

It is also worth emphasizing that we intentionally avoid adversarial losses (in a GAN framework) when

learning the DFD decoder. While such losses help with the photo-realism of the reconstructions, they are

known to lead to visual distortions that impact the interpretation of the recovered visual information, as

emphasized in [31, 3].

3.3. Model Architecture and Training

We use an inverted VGG architecture for the implementation of the DFD decoder D [64]. Such a decoder

architecture has been demonstrated to be highly suitable for various decoding tasks (e.g., [2, 12]) and to

ensure higher quality and more meaningful visual decoding results than alternative designs based on, e.g.,

ResNets [60]. For the perceptual network φ, we explore two alternatives in the remainder of the paper, i.e.,

a VGG-16 [52] and a ResNet-50 [23] model, both pretrained on the VGGFace2 dataset for face recognition.

For the perceptual features, we pull activation maps from the conv4_3 layer of VGG-16 and from the

conv4_3_3x3 layer for the ResNet-50 model. To facilitate reproducibility, we use the publicly available

Keras implementations of the two perceptual networks1.

During training, we employ the Adam optimizer with a learning rate of 0.001 and set all balancing

weights to 1. The training process is limited to 10 epochs, with early stopping if the validation loss does not

improve for three consecutive epochs. We note that the L2 loss in our loss function is known to sometimes

cause instabilities during training but we did not observe such issues during our training process. The DFD

model incorporates 4 dropout layers, each of which has a dropout rate set to 0.5. To accommodate the

network’s input size, the cropped face area is zero-padded for the local perceptual loss.

4. Experiments

In this section, we utilize the developed DFD model to analyze the embedding space of two ConvNet-

based face-recognition models. We start the section with a short description of the experimental setup

and then present experiments that investigate: (i) the capabilities of the developed DFD decoder and the

main characteristics of the two considered FR models, (ii) the behavior of the FR models and corresponding

templates w.r.t. different perturbations of the facial appearance, (iii) the characteristics of different template

construction strategies, and (iv) the effect of template-modification techniques on the encoded information

content.

1Available from: https://github.com/rcmalli/keras-vggface
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4.1. Experimental Setting

4.1.1. Datasets

We use three publicly available datasets for the experiments. For training and validation of the DFD

model, we employ the large-scale VGGFace2 dataset [5] and utilize the LFW [28] and CelebA-HQ datasets [34]

for the actual experimentation. All three datasets were collected from the web and, therefore, contain highly

diverse facial images that allow us to study various aspects of the FR models with challenging real-world

data. Details on the three datasets are provided below.

• The VGGFace2 dataset consists of approximately 3.31 million images of 9131 unique identities,

collected from the internet. The variability of the dataset is across pose, age, gender, and ethnicity

as well as a multitude of other similar factors, which makes it a prime resource for training advanced

deep learning models for face-related tasks. The average resolution of the images in the dataset is

137× 180 pixels.

• The LFW dataset is a popular face verification benchmark that features over 13,000 labeled web

images of 5749 individuals, with 1680 people having two or more images. Similarly to VGGFace2, the

dataset contains images captured in-the-wild with rich real-world appearance variability. Because the

Viola-Jones (frontal) face detector [55] was applied for the collection of the LFW images, the dataset

is biased toward frontal faces, while minor pose variations in terms of yaw are still present.

• The CelebA-HQ dataset contains 30,000 web-harvested images, all of which have been manually

reviewed and corrected (and enhanced) as needed for optimal quality. The images are of high resolution,

i.e., 1024 × 1024 pixels, and exhibit diversity in facial attributes like hairstyles, expressions, makeup,

eyeglasses, and hats. Other sources of appearance variability include age, ethnicity, gender, pose, and

lighting conditions.

We process all datasets using a simple procedure to ensure a common starting point for the experiments.

Specifically, we use the MTCNN [65] face detector to detect and align face images. Based on the detection

window, we crop a rectangular patch and resize it to 224× 224 pixels.

4.1.2. FR Models and Decoding Settings

Face recognition models have made significant progress over recent years, but still mainly rely on standard

ConvNet backbones and different loss functions to achieve competitive performance. In this work, we explore

the embedding space of two distinct face recognition models ξ that differ both in the backbone architecture

as well as the optimization objective used during the learning stage. This allows us to make observations for

conceptually different (ConvNet) models and empirically compare their characteristics. The two considered

FR models are:
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• VGG-16, the standard 16–layer ConvNet, initially introduced in [52], that consists of a stack of

convolutional layers with small 3 × 3 filters, interspersed with max-pooling layers, and a sequence of

fully-connected layers at the top. The model is initially trained on the VGGFace2 dataset using a cross-

entropy loss and then fine-tuned with a standard triplet loss. We note that the face-specific version of

the model is sometimes also referred to as VGGFace-16 in the literature, but we use the shorter name,

i.e., VGG-16, hereafter for brevity. In all experiments, the embeddings (face templates) e ∈ R4096

of the VGG-16 model are generated from the penultimate fully-connected model layer, except when

explicitly stated otherwise. The model is, in general, quite heavily parameterized with around 138M

parameters that need to be learned during training. On the LFW database, VGG-16 achieves a 95.3%

verification accuracy, whereas on the VGGFace2 database, it achieves a 69.2% verification accuracy,

as reported in [61].

• ResNet-50, the 50–layer residual ConvNet from [23], again trained on the VGGFace2 dataset, using

a softmax loss. Different from the VGG-16 model presented above, the ResNet-50 model contains

skip connections, which help with the training stability, but also impact the way the face images are

encoded. With 50 layers, the model is significantly deeper than VGG-16, which is generally considered

to be critical for robust data encoding. Compared to VGG-16, the ResNet-50 model is also fairly

lightweight with around 23M trainable parameters. The ResNet embeddings e ∈ R2048 needed for the

experiments are computed from the last global average pooling layer. As reported in [61], the model

yields a verification accuracy of 97.3% on the LFW database and 73.4% on the VGGFace2 database.

Since the same models are also used as perceptual networks φ, when training the DFD decoder, we

investigate four decoding settings in the experiments that correspond to:

• White-box experiments: In this configuration, we assume that we have access to the FR model ξ,

when training the DFD decoder D, and, in turn, that the perceptual losses are defined in the feature

space of the investigated FR model. The white-box experiments consist of employing the DFD decoder

in two scenarios: first, with the VGG-16 model, where the source of perceptual features is also the

VGG-16 model itself (referred to as VGG-VGG); and second, with the ResNet FR model, where the

perceptual network during training utilizes the ResNet model (referred to as ResNet-ResNet). It’s

important to highlight that the perceptual features are derived not from the embedding space of the

FR model, but rather from specific internal convolutional layers, so ξ ̸= φ. This distinction holds true

despite the fact that the same ConvNet model is utilized for the implementation of ξ and φ.

• Black-box experiments: In this configuration, we operate under the premise of having access solely

to the calculated face templates, without direct access to the actual FR model. Consequently, a distinct

network from the targeted FR model (to be analyzed) serves as the origin of perceptual features. This
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configuration corresponds to a more realistic setting, where the DFD decoder has to be learned from

a collection of face embeddings and corresponding enrollment images. The black-box experiments

involve training the DFD decoder for the VGG-16 model using perceptual features provided by the

ResNet model (referred to as VGG-ResNet), as well as optimizing the ResNet DFD decoder with

perceptual features from the VGG-16 model (referred to as ResNet-VGG).

4.2. DFD Validation

In the first series of experiments, we investigate the reconstruction capabilities of the proposed DFD

decoder and study some initial characteristics of the VGG and ResNet FR models through qualitative

experiments. To validate the suitability of the DFD models as a visualization tool that can be used to

investigate the characteristics of the embedding space of ConvNet-based FR models, we also analyze the

model in comparison to competing solutions from the literature and explore the impact of the individual

loss terms on performance within an ablation study.

4.2.1. Visualizing Face Templates with DFD

Exploring Backbones. In Figure 3, we present the reconstructions of a diverse set of images from the

LFW dataset in the white- and black-box decoding scenarios. Several interesting observations can be made

from the presented examples: (i) The white and black-box scenarios both lead to visually similar results

when decoding the embeddings of a specific FR model. This suggests that the source of perceptual features

is less important when learning the DFD model than the characteristics of the FR embedding space, where

the visual information is encoded. More importantly, this finding implies that even without access to the

targeted FR model, it is possible to reconstruct a similar amount of information, as in the case when

the targeted FR model is available and completely transparent. This also suggests that certain types of

model obfuscations are more effective than others at preventing template inversion attacks. Namely, that

concealment of model architecture is insufficient at preventing template inversion attacks if the attacker has

a means of obtaining image-feature pairs to train a template decoder. (ii) The reconstructions from the

VGG embeddings exhibit higher correspondence with the original input samples than the reconstructions,

produced from the ResNet templates. With the VGG embeddings, many variable image attributes, such as

pose, accessories, and background information, still appear to be present in the recovered images, whereas

the same attributes are largely removed through the ResNet embedding. This observation points towards

better FR robustness of the ResNet model and more suitable encoding in the embedding space. (iii) Partial

face occlusions are treated differently by the two FR models. While the VGG embeddings seem to encode

the occlusions as semantically meaningful image attributes (e.g., as part of the background - see 3rd and 4th

column, as part of the body/hair - see 5th and 7th column, face color changes - see 8th and 9th column of

Figure 3), the ResNet embedding only retain information from the informative part of the facial region and
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Figure 3: Example DFD reconstructions of selected sample images from the LFW dataset: original images (1st row), recon-

structions of the VGG-VGG DFD model (2nd row), reconstructions of the VGG-ResNet DFD model (3rd row), reconstructions

of the ResNet-VGG DFD model (4th row), reconstructions of the ResNet-ResNet DFD model (5th row).

discard the rest. This point to fundamental differences in the behavior of both models and provides insight

into the performance of both models observed in the literature [22].

Exploring loss functions. Figure 4 shows reconstructions obtained using two distinct loss functions for

training the embedding network: SoftMax and ArcFace, both implemented using the ResNet50 backbone.

ArcFace, built upon an angular-margin softmax loss, is specifically designed to enhance inter-class separation

in facial recognition and robustness to identify variation. Despite this, our results demonstrate that ArcFace

embeddings still encode common identity variations in pose, illumination, and expression. Furthermore, we

observe that the embeddings also encompass details of facial accessories, like eyeglasses. Since this informa-

tion does not inherently pertain to identity, its presence indicates that there is still room for refinement in

achieving more compact and discriminative facial representations.

Exploring embedding dimensionality. Figure 5 depicts the reconstructions based on embeddings of

two distinct dimensions, both utilizing the VGG-16 architecture as their backbone. Embeddings of 4096

dimensions are derived from the final fully-connected layer, excluding the classification layer. Conversely, the

512-dimensional embeddings are obtained by averaging the outputs from the terminal convolutional layer.

Both these layers are frequently employed in the literature for embedding extraction. Observations suggest

that the number of dimensions in the embeddings exerts minimal influence on the quality of the reconstruc-

tions. However, the reconstructions from the lower-dimensional embeddings exhibit fewer artifacts. This
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Figure 4: Reconstructions derived using SoftMax and ArcFace loss functions with the ResNet50 backbone. Although ArcFace

is designed to enhance inter-class separation in facial recognition, both embeddings capture variations in pose, illumination,

and expression. ArcFace reconstructions differ from SoftMax in the nuanced encoding of facial accessories, such as eyeglasses,

and the delineation of facial borders.

Figure 5: Reconstructions of embeddings of two different sizes with VGG-16 backbone. The 4096-dimensional embeddings are

computed from the last fully connected layer, with the classification layer being discarded. The 512-dimensional embeddings

are derived by averaging the output of the last convolutional layer.

distinction might be attributed more to the inherent characteristics of the embedding layers (convolutional

versus fully-connected) rather than the dimensionality itself.

4.2.2. Comparison with Competing Inversion Techniques

To put the decoding results produced by our DFD model into perspective, we conduct a visual comparison

between the DFD reconstructions and the reconstructions generated by two contemporary state-of-the-art

(SOTA) template inversion techniques, proposed by Teoh et al. in [13] and Jain et al. in [41]. We note,

however, that the competing techniques were developed to study template inversion attacks, where the goal

is to produce a sample image from the given template that successfully matches with a subject enrolled in

a face recognition system. Thus, the generated images are allowed to look differently from the input image,

as long as the FR model recognizes the subject in the two images as being the same.
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Figure 6: Visual comparison with SOTA: original images from LFW (1st row), reconstructions from Teoh et al. [13] (2nd row),

DFD reconstructions (from 3rd row onward). Below the images are the PSNR values obtained in comparison to the originals

from the first row.

For a fair comparison, we extracted the visual results directly from the relevant original papers (i.e.,

[13], [41]) and applied the DFD model to the same test images. In Figs. 6 and 7 we present a visual

comparison of the generated results together with Peak-Signal-to-Noise-Ratio (PSNR) scores that measure

the quality of the reconstructions in comparison to the original input images. As can be observed, the DFD

model consistently yields higher PSNR values than the two competitors, while ensuring competitive visual

quality of the reconstructions both in the white-box as well as in the black-box setting. Compared to the

results of the competing techniques, DFD generates reconstructions with higher correspondence to the input

samples, competitive identity-recovery/visualization capabilities, and visual characteristics that to a large
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Figure 7: Visual comparison with SOTA: original images from LFW (first row), reconstructions from Jain et al. [41] (second

row), DFD reconstructions (third row). Below the images are the PSNR values obtained in comparison to the originals from

the first row.

extent depend on the FR model utilized to produce the initial face templates. Thus, the presented results

reaffirm the suitability of the DFD model as a tool for studying and interpreting the embedding space of

ConvNet-based FR models.

4.2.3. Ablation Study

To further validate the DFD model, we present in Table 4.2.3 an ablation study that explores the impact

of the individual loss terms from Eq. (2). As the different DFD configurations are affected by the loss

terms similarly, we present results for the VGG-ResNet DFD variant exclusively to maintain table brevity.

Two important observations can be made from these results: (i) All of the considered losses contribute
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to the perceptual quality of the recovered images and improve the (average) Peak Signal To Noise Ratio

(PSNR), Structural Similarity (SSIM) [25], and Learned Perceptual Image Patch Similarity (LPIPS) [66]

scores of the reconstructions that measure the correspondence with the original input images. As can be

seen, incorporating local losses significantly enhances the reconstruction of the most expressive facial regions

such as the mouth, nose, and eyes while leading to minor quantitative improvement. The use of perceptual

loss adds minor low-level image artifacts and when used exclusively causes global color errors, causing a

washed-out appearance in the reconstructed image. Similarly, exclusively utilizing either the pixel loss or

gradient loss also yields subpar facial reconstructions when compared to the output ensured by the complete

loss function from (2). (ii) While the different losses impact the visual appearance and perceptual quality

of the reconstructions, they do not affect how the encoded facial information is visualized. For example,

image attributes, such as pose, hats, hair, and partial occlusions are interpreted similarly, visual background

information is still comparable in all images, and overall, all aspects important for the interpretation of

the embedding space remain stable when using different loss combinations, which is important for the

applicability of the DFD model.

In the lower part of Table 4.2.3, we show visual results for all four considered DFD variants when using

the complete loss function from Eq. (2). Note that the reconstructions from the ResNet embeddings generally

lead to somewhat lower correspondence scores (PSNR, SSIM, LPIPS) than their VGG-based counterpart.

However, this can be ascribed to the properties of the ResNet embeddings, which appear to abstract away a

considerable amount of pose and background information, (which is highly desired to ensure the robustness

of FR models) and consequently lead to lower correspondence with the initial input samples.

4.3. Understanding Appearance Variations

In the next series of experiments, we apply the DFD model to explore how various appearance perturba-

tions impact the information encoded in the face templates. We study three different types of perturbations,

i.e.: (i) geometric perturbations, specifically, face rotation, translation and scaling, (ii) partial occlusions of

salient facial regions, and (iii) additions of adversarial noise.

4.3.1. Geometric Perturbations

When investigating the impact of geometric perturbations on face embeddings, we are particularly in-

terested in the equivariance properties of the considered FR models. In other words, we are interested in

whether the geometric transformations of the input images, such as rotations or translations, can also be mod-

eled in the embedding space of ConvNet-based FR techniques. Such properties have important implications

for the design of FR systems in practice, because of their potential for designing transformation-invariant

face representations and for enhancing the robustness of existing recognition models towards off-center and

off-angle faces through a template augmentation process.
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Table 1: Ablation study exploring the impact of different loss functions and model variants.
PSNR SSIM LPIPS

original images n/a n/a n/a

lo
ss

pix. + percept. + grad. (glob. + loc.) 18.76 0.63 0.41

pix. + percept. + grad. (glob.) 18.44 0.63 0.40

pix. + grad. (glob.) 18.41 0.63 0.43

pix. + percept. (glob.) 18.67 0.59 0.43

grad. + percept. (glob.) 17.84 0.63 0.43

percept. (glob.) 14.02 0.38 0.69

pix. (glob.) 18.62 0.61 0.45

grad. (glob.) 17.78 0.63 0.45

ar
ch

it
ec

tu
re

VGG-VGG 17.71 0.62 0.40

VGG-ResNet 18.44 0.63 0.40

ResNet-VGG 14.98 0.52 0.51

ResNet-ResNet 15.28 0.53 0.49
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(a)

(b)

(c)

Figure 8: Rotations in the embedding space: (a) input images rotated by different degrees; (b) reconstructions from the non-

transformed embeddings of the input images; (c) reconstructions from the transformed embeddings of the input images.
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(a)

(b)

Figure 9: Translations in the embedding space: (a) reconstructions from the non-transformed embeddings of the input images;

(b) reconstructions from the transformed embeddings of the input images.

To explore the equivariance of ConvNet-based FR models, we learn the geometric transformations directly

in the face embedding space using a subset of training images from the VGGFace2 dataset. Here, we
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(a)

(b)

Figure 10: Scaling in the embedding space: (a) reconstructions from the non-transformed embeddings of the input images; (b)

reconstructions from the transformed embeddings of the input images.

first apply specific geometric transformations to the training images and then calculate the least squares

estimate [18] of the mapping parameters between the original image embeddings and the embeddings of the

corresponding transformed images. The relationship is defined by

θ̂ = argmin
θ

N∑
i=1

∥ei −Mθ(e
′
i)∥2, (6)

where θ̂ represents the estimated mapping parameters, while ei and e′i denote the embeddings of the original

and transformed images, respectively, and N denotes the number of images used to compute the mapping.

The (linear) mapping function Mθ is parameterized by θ and applied to the transformed image embeddings.

In case the considered FR models are in fact equivariant with respect to the geometric transformation,

the learned mapping for each transformation type should allow us to modify the embeddings of a given

transformed face image such that the reconstruction of the modified embedding appears in its initial form,

i.e., with the transformation undone.

We visually examine the impact of the mapping for the following geometric perturbations:

• Rotations. To estimate the mapping that models rotations in the embedding space, we analyze the

relationship between a set of embeddings for the original face images (in an upright orientation) and
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the embeddings of the input images rotated in 30◦ increments, as shown in Figure 8a. Through this

process, we learn the mapping for each 30◦ rotation step, which allows us to transform the embedding

of any given rotated face image, such that the reconstructed image appears upright. A comparison

of the reconstruction results without (Figure 8b) and with (Figure 8c) the learned transformations

demonstrates that the considered FR models indeed exhibit a certain level equivariance with respect

to rotations. The recovered faces are virtually unrecognizable for both FR models with rotation

angles greater than 30◦ (in either direction) when decoded from the original unaltered embeddings

(Figure 8b). Conversely, the faces become properly discernible when the mapping is applied in the

embedding space. In this case, the rotation is not only compensated for, the reconstructed faces also

correspond reasonably well in terms of appearance to the reconstructions of the unrotated images, as

seen from Figure 8c.

• Translations. To model translations within the embedding space, we estimate the mapping Mθ

on training images shifted in four distinct directions. Through this process, we acquire embedding

transformations for each translation direction, enabling us to modify the embedding of a given shifted

face image such that its reconstruction appears centered. When looking at the reconstruction results

without (Figure 9a) and with (Figure 9b) the learned transformations, we observe that: (i) the VGG

embeddings are impacted severely from translations of the facial images and poorly encode identity

information if the faces are not well aligned. While one could argue that this is a property of the

DFD model that is trained on aligned face images, the results for the ResNet embeddings suggest the

opposite, since reasonable reconstructions are seen for the recovered images in Figure 9a despite the

translated inputs. This result again speaks of the robustness of ResNet embeddings, which appear to

exhibit better invariance w.r.t. to input translations than the VGG FR counterparts. (ii) After apply-

ing the embedding transforms, both VGG and ResNet models lead to more consistent reconstructions,

suggesting that it is possible to devise misalignment-compensation techniques directly in the embed-

ding space of ConvNet-based FR models through simple linear transforms, which is particularly strong

finding, not reported earlier in the open literature, to the best of our knowledge.

• Scaling. To model scaling in the embedding space, we estimate the mapping Mθ on a set of training

images scaled by 0.5 and 1.5, as illustrated in Figure 10. From this process, we first learn the embedding

transformations for each scale change and then transform the embedding of a given scaled face image, so

that the reconstruction appears with a neutral scaling. From the results in Figure 10a, we again see that

the VGG FR model is sensitive to the scale of the input face images. with the generated embeddings

leading to image reconstructions with poorly visible features and limited identity correspondence.

The ResNet embeddings, on the other hand, still encode identity information to a certain extent and

naturally account for the input scale changes. When the learned mapping is applied in the embedding
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Table 2: Verification performance (TARs (%) at 0.1% FAR) on the LFW using original and mapped embeddings.

VGG / ResNet

Orig. vs

orig.

Orig. vs

rotated

Orig. vs

translated

Orig. vs

scaledMapping

without 79.2 / 99.3 62.0 / 98.9 76.4 / 99.1 31.4 / 88.9

with n/a 67.8 / 99.0 78.8 / 99.2 48.3 / 94.0

space, the transformed templates (VGG and ResNet) better compensate for the scale changes and lead

to consistent and scale-normalized reconstructions.

We demonstrate the importance (and some of the implications) of the observations made above through

face-verification experiments on the LFW dataset. Specifically, we compare the verification performance of

the original LFW images according to the standard protocol and the performance, when one of the images in

each pair is geometrically perturbed (i.e., either rotated by 30◦, horizontally translated by 20% of the width

of the detection window, scaled to 0.5 of the original size). We consider both scenarios, with and without

the mapping procedure in the embedding space. As can be seen from the results in Table 2, for each type

of geometric perturbation, the mapping procedure leads to improved verification performance. Notably,

this improvement is more pronounced in the case of the VGG embeddings, which appear to be less robust

to image transformation than the ResNet embeddings. Nonetheless, the observed consistent performance

improvements suggest that normalizing for misalignment in the embedding space is feasible and leads to

performance gains even if a simple scheme, such as the one used in this paper, is utilized.

4.3.2. Facial Occlusions

Next, we analyze the impact of partial occlusions of prominent facial areas on the information encoded

in the face templates. To this end, we consider homogenous block occlusions of two key face regions, i.e., the

eyes and the mouth. The results in Figure 11 present reconstructions derived from a couple of occluded face

images for all DFD variants and explore how the two FR models interpret occlusions, which are generally

considered to be problematic for contemporary FR models.

Interestingly, all models appear to consistently interpret the artificial eye occlusions as glasses. This

implies a shared underlying mechanism for dealing with eye region occlusions and suggests that ConvNet-

based FR models map images into embeddings that lie on a learned manifold that corresponds to semantically

meaningful facial images, in our case, faces with sunglasses. Conversely, the occlusions of the mouth region

are predominantly perceived as open and smiling mouths. This interpretation is likely again a consequence

of the morphological similarity between the type of occlusion and the typical appearance of an open/smiling

mouth, and the mapping onto the learned semantically-meaningful embedding manifold. It is also interesting
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Figure 11: Analysis of reconstructions from occluded images. The images illustrate how different models interpret eye and mouth

occlusions. All models consistently interpret artificial eye occlusions as glasses, whereas mouth occlusions are predominantly

perceived as open mouths. Notably, the models utilizing ResNet input embeddings (4th and 5th columns) demonstrate slight

orientation changes in the reconstructions compared to those from VGG embeddings.

to observe that the identity information is still largely discernible in the reconstructed images, that attribute

information is retained (e.g., gender), and that the local occlusions remain comparably local in the recovered

images.
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Figure 12: Adversarial attack results without (row 2) and with (rows 3-6) the use of DFD reconstructions. Predicted identity

above each image. Adversarial attack designed to fool the system into classifying A. Carr as T. Maze. DFD reconstructions

show resistance to adversarial attacks, especially when reconstructing from the VGG embeddings. ResNet-based reconstructions

(bottom two rows) also exhibit some characteristics of the target gender. Each column is a different attack method: (b) targeted

FGSM, (c) iterative targeted FGSM, (d) targeted CW, (e) iterative targeted CW.
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4.3.3. Adversarial Attacks

The last type of appearance perturbation we study in this section is adversarial noise. Adversarial noise

is typically generated through an adversarial attack that aims to modify the input image in such a way

that a ConvNet FR model produces incorrect (or ambiguous) recognition results. Due to the importance

and implication of adversarial attacks for the security of biometric systems, it is critically important to

understand their impact on the embedding space of modern FR models. For the experiments, we implement

two distinct targeted adversarial-attack techniques: the Fast Gradient Sign Method (FGSM)[21] and the

method proposed by Carlini and Wagner (CW)[6], and consider the original targeted (tFGSM and tCW)

as well as the iterative targeted (itFGSM and itCW) variant [32]. The latter allows for adversarial attacks

with lower noise levels. Both types of techniques rely on a softmax layer to attack facial images.

In Figure 12, we present the results of our experiment with an input image of “A. Carr” and the target

identity provided by the image of “T. Maze”. The second row of the figure shows the attacked “A. Carr” image

distorted by different adversarial attacks, the remaining rows show reconstructions from the embeddings of

these distorted images using different DFD variants. The identity probability above each image is determined

by the ResNet-50 model [23], trained on 8631 identities from the VGGFace2 database [5]. Notably, when

the input image “A. Carr” is distorted by an adversarial attack to resemble “T. Maze”, the identity classifier

tends to make a correct prediction more frequently if the embedding of the attacked image is decoded

through our DFD model before classification. This is especially true for the VGG model embeddings, which

we already observed earlier to lead to reconstructions with a high level of correspondence with the original

input image. Nevertheless, we also see correct identity predictions (and altered to identities different than “T.

Maze”) for the ResNet models and all investigated adversarial attacks. No significant differences are observed

between white and black-box experiments. The presented observations have interesting implications: (i) The

adversarial attacks appear to have a limited impact on the face embeddings and are mostly causing incorrect

predictions at the softmax layer, suggesting that similarity-based matching schemes should be less affected

by adversarial attacks than classifier based models (i.e., as far as the considered attacks are concerned). (ii)

While primarily designed as a visualization tool, the DFD model offers a certain level of defense against

adversarial attacks, as evidenced by the identity probabilities reported above the images.

To further support this last observation, we perform a number of verification experiments on the LFW

dataset [28], where one of the images in each matching verification pair is first distorted by FGSM attack

(red curve in Figure 13) and later reconstructed by the proposed decoder (dotted red curve in Figure 13). As

a benchmark, we plot the verification rates of the original (unattacked) image pairs in green. As expected, we

observe a significant decline in performance when comparing results produced by the original images (solid

green line) and the attacked ones (solid red line). However, when the same experiment is conducted on

images reconstructed through the DFD model, we observe a minor performance decrease in the non-attack
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Figure 13: Impact of the FGSM attack on verification performance, as illustrated by the ROC figure. The vertical axis denotes

the true positive rate for four distinct scenarios: i) both images in the verification pair are untouched originals (solid green

line), ii) one image in the verification pair remains original, while the other is reconstructed using the DFD (dotted green line),

iii) one image in the verification pair is the original, and the other is a reconstruction derived from an image distorted by the

adversarial attack (dotted red line), iv) one image in the verification pair is the original, and the other has been manipulated

by the adversarial attack (solid red line).

scenario (solid green line versus dotted green line), but see a considerably less pronounced performance

decline due to the adversarial attack (dotted green line versus dotted red line). This result demonstrates

that the DFD model can effectively provide a degree of defense against the FGSM attack.

4.4. Understanding Template-Construction Procedures

The performance of FR models strongly depends on the procedure utilized to construct face templates

during the enrollment process. While academic recognition problems often assume a single input image for

the construction of the reference face template (in a sort of single-shot learning setting), industry solutions

often capture a larger set of images and derive a more elaborate face template from the captured enrollment

data. Therefore, in the next series of experiments, we investigate how different template-construction strate-

gies impact the information encoded in the templates. In the experiments, we consider two settings, where:

(i) the face template is represented by multiple face embeddings, e.g., cluster centroids of the enrolled image

embeddings, and (ii) the reference face template is represented by some aggregation (e.g., arithmetic mean)

of all enrolled image embeddings. For the qualitative part of this series of experiments, we use 500 images

from LFW, all representing the same identity.

4.4.1. Face Templates from Cluster Centroids

In an operational setting, multiple face images of the same subject are commonly available to construct

the face template to be stored in the system’s database for later matching operations. One strategy on how
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Figure 14: Visualization of clustered embeddings: Each image corresponds to a reconstruction derived from the average of all

templates within a specific cluster. This approach encapsulates the overall characteristics of the respective cluster, providing a

representative snapshot of its inherent variability.

Figure 15: Visual representation of template convergence. Each image is reconstructed from a face template that consists

of aggregated embeddings. The four rows correspond to different DFD configurations. The columns represent the varying

numbers of embeddings aggregated to form a template, as indicated below each column.
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Figure 16: Verification performance for the case where a gallery template is defined as an average embedding of a variable

number of gallery images. It can be seen that verification performance improves as the number of embeddings aggregated for

a gallery template increases and stabilizes when 10 or more embeddings are used to calculate the gallery template.

to utilize the available images is to store all corresponding embeddings in the system and probe for the best

match when a probe image arrives. Alternatively, to reduce redundancy, computational costs, and storage

requirements, these embeddings are also clustered and only the embeddings of the cluster centroids (i.e.,

means) are stored for later comparison purposes.

To explore the effect of this latter approach on the information encoded in the centroids, we use agglom-

erative clustering over the selected 500 LFW images and then invert the centroids using the DFD model. As

can be seen from Figure 14, each cluster captures distinct forms of image variability, including factors such

as facial expressions, poses, and the presence of accessories like hats and sunglasses, when the VGG model is

used to produce the embeddings. With the ResNet model, the cluster centroids still differ from each other,

but are closer in appearance, again suggesting that the ResNet-based FR model has a stronger tendency

towards making the information encoded in the embeddings more robust to typical sources of image vari-

ability, such as pose or facial expression. Overall, the presented results suggest that ResNet-based models

produce compacter data distributions in the embedding space (with comparably lower intra-class variabil-

ity) compared to the VGG-based model, where much larger variability is observed among the reconstructed

images.

4.4.2. Face Templates through Embedding Aggregation

Another possibility to construct a face template from multiple face images is to aggregate the corre-

sponding embeddings through, e.g., averaging. This procedure results in a single vector that is used for

matching purposes in operational settings. Using the same set of 500 images from LFW as in the previous
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section, we present in Figure 15 the effect of averaging different numbers of (randomly selected) face embed-

dings for both FR models and all DFD variants. As can be seen, increasing the number of embeddings to

aggregate appears to help “normalize” the information encoded in the template, so it corresponds to better

aligned, frontal, neutral, and homogeneously illuminated faces, which should make it easier to match the

templates to potential probe samples and enhance the template’s generalization power. This behavior is

again more obvious for the VGG-based FR model since the ResNet model already reduces the amount of

non-identity-related information in the templates and comparably benefits less from the aggregation process.

Interestingly, we observe some differences in the reconstruction with the white- and black-box configurations,

but in general, the reported observations still apply.

To quantitatively assess the impact of the embedding aggregation process, we conduct verification ex-

periments on the LFW dataset with the VGG FR model, where the gallery templates are computed by

aggregating the embeddings of different numbers of gallery images of each of the 50 most represented sub-

jects from the LFW database. The results in Figure 16 show that the verification performance progressively

improves when the number of embeddings to aggregate increases. The performance stabilizes when 10 or

more embeddings are used to compute the gallery template, which is also the point, where the only minute

difference in the reconstructed images is observed in Figure 15 - see top two rows.

4.5. Understanding Template Modification Techniques

In the last series of experiments, we investigate techniques that modify the face templates produced

by ConvNet-based FR models with some specific goal. Specifically, we are interested in a special type of

Biometric Privacy-Enhancement Technique (B-PET) [42] that aims to remove information on soft biometric

attributes (e.g., gender) from the face embeddings to ensure higher levels of privacy. To this end, we

experiment with the PFRNet model, proposed by [4], which excels in disentangling identity information

from facial attributes. Consequently, this capability allows for the suppression of various soft biometrics

in face templates. PFRNet is designed for the ResNet-50 FR model trained on VGGFace2, so we conduct

experiments with the white-box ResNet-ResNet DFD variant. Gender and identity metrics are computed

on the reconstructed images using the DeepFace gender classifier [50] and with embeddings produced by the

VGG-16 face recognition network [52], respectively.

The main idea behind PFRNet is to disentangle the face embeddings into two distinct components, where

the first encodes identity information and the second encodes gender information only. In Figure 17, we

show the impact of this disentanglement process on the visual appearance of a few reconstructed images

from the CelebA dataset. For baseline comparisons, we first reconstruct the embeddings without modifying

the gender or identity information and show results in Figure 17b. To evaluate the information encoded in

the gender component, we replace this component with the mean value for each gender class in the dataset:

female (Figure 17c), male (Figure 17d), and combined (Figure 17e). As can be seen, this manipulation has a
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Figure 17: Reconstructions from PFRNet latent space. (a) Original images. Reconstructions from disentangled latent space:

(b) non-modified disentangled embeddings, (c) embeddings using the female average for the dependent section, (d) embeddings

using the male average for the dependent section, (e) embeddings using the overall average for the dependent section, (f)

embeddings using the female average for the independent section, (g) embeddings using the male average for the independent

section, (h) embeddings using the overall average for the independent section.The first value below each image corresponds to

the cosine similarity [-1,1] against the original image, while the second value corresponds to the gender classifier’s probability

of the face being male.

strong apparent effect on the gender information in the reconstructed images, making them appear female,

male, and androgynous, respectively while maintaining identity content to a certain degree. Additionally,
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evaluating the gender information contained in the identity component using a similar manipulation for

female (Figure 17f), male (Figure 17g), and combined (Figure 17h) vector averages, shows little effect in

the corresponsing reconstructions in terms of apperent gender. On the other hand, the identity information

of the reconstructed image is substantially altered but shows little dependence on which gender label was

used to compute the mean vector. This can be attributed to the fact that the identity-related part of the

disentangled embedding is primarily charged with encoding identity information and contains little to no

gender information.

The results of these experiments again point to the usefulness of the proposed DFD for interpreting

template manipulation techniques and validation of their characteristics.

5. Conclusion

In this paper, we have presented a novel template inversion technique, the Deep Face Decoder (DFD),

for examining the characteristics of face image embeddings of contemporary ConvNet-based face recognition

(FR) models. Our experiments with two FR models (with different backbones) and multiple face datasets

showed that the proposed DFD model is able to produce informative (high-fidelity) image reconstructions

from the embeddings, both in a white-box as well as a black-box setting. Additionally, we demonstrated how

DFD can be used to analyze and interpret the characteristics of the embedding space of ConvNet-based FR

models and to explore the impact of appearance perturbations, occlusions, adversarial attacks, and various

template modification procedures on the information encoded in the generated face templates.

Our analysis led to several interesting findings. The results related to geometric perturbations showed

that such perturbations can directly be modeled in the embedding space of FR models and that it is possible

to learn simple linear mappings that normalize for misalignment at the template level. Additionally, we

showed that occlusions of the facial area are often interpreted as semantically meaningful objects in the

embedding space, and that adversarial noise infused through softmax classifiers has only a limited impact

on the facial embeddings. When looking at different strategies for template construction from multiple

face images, we managed to associate a semantic interpretation to the template-construction process that

justifies the commonly observed performance improvement associated with aggregated templates. Finally,

we showed that the DFD can also be employed as a highly useful tool for validating the performance of

template modification procedures, e.g., soft-biometric privacy-enhancing techniques.

Taken together, our findings illuminate several significant characteristics of face image embeddings and

their implications, offering valuable insights to the academic community and the industry. This understand-

ing could pave the way for more sophisticated, reliable, and privacy-preserving facial recognition systems in

the future. Future work could extend these findings by exploring more complex and diversified scenarios, as

well as by addressing the challenges raised in this study.
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Appendix A. Exploring Template Inversion Attacks

In the context of a face verification system, a template reconstruction attack refers to the process of

recreating an original face image, or a close likeness, from the stored facial templates. In this series of

experiments, we assess the security of VGG and ResNet embeddings under such attacks, leveraging the

reconstructed images from our proposed decoder.

We examine two types of template reconstruction attacks: Type-I, where the reconstructed image is

contrasted against the original image that was used to generate the template, and Type-II, where the

reconstructed image is compared with a different image of the same person.

Reconstructed images derived from VGG-16 [52] or ResNet [23] embeddings are compared with the

original images by extracting VGG, ResNet, or FaceNet [49] embeddings from both the original and the

reconstructed images.

The results, as shown in Tables A.3, A.4, A.5, A.6, A.7, A.8 show verification rates in a form of True

Acceptance Rate (TAR) at False Acceptance Rate (FAR) levels of 0.1% and 1% for both template reconstruc-

tion attack types. Evaluations are carried out on two databases, CelebA-HQ and LFW, while the employed

models are trained on the VGGFace2 dataset. For benchmarking purposes, we report results without using

a reconstruction model, where both images in the verification pairs are original images (denoted as "W/o"

in the tables).

From the tables, we note that the likelihood of a successful attack is higher when leaked templates are of

the VGG type. This is especially the case when VGG embeddings are used for perceptual loss and ResNet

embeddings are used for verification pair matching.
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Table A.3: TARs (%) of type-I and type-II attacks on the CelebA-HQ (FaceNet embeddings).

Attack

Type-I Type-II

Model 0.1% FAR 1.0% FAR 0.1% FAR 1.0% FAR

W/o 100.0 100.0 92.1 96.7

VGG-VGG 99.8 99.9 82.2 92.9

VGG-ResNet 98.8 99.8 73.6 89.6

ResNet-VGG 98.8 99.7 79.1 91.8

ResNet-ResNet 95.6 98.9 67.4 86.2

Table A.4: TARs (%) of type-I and type-II attacks on the CelebA-HQ (ResNet-50 embeddings).

Attack

Type-I Type-II

Model 0.1% FAR 1.0% FAR 0.1% FAR 1.0% FAR

W/o 100.0 100.0 93.1 97.7

VGG-VGG 99.9 99.9 81.2 92.6

VGG-ResNet 99.3 99.9 74.6 90.3

ResNet-VGG 99.7 100.0 79.0 92.5

ResNet-ResNet 98.3 99.8 72.2 89.2

Table A.5: TARs (%) of type-I and type-II attacks on the CelebA-HQ (VGG-16 embeddings).

Attack

Type-I Type-II

Model 0.1% FAR 1.0% FAR 0.1% FAR 1.0% FAR

W/o 100.0 100.0 74.5 88.0

VGG-VGG 99.9 100.0 63.5 82.1

VGG-ResNet 99.9 100.0 55.6 77.4

ResNet-VGG 99.2 99.8 61.7 81.0

ResNet-ResNet 96.7 99.2 49.2 72.9
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Table A.6: TARs (%) of type-I and type-II attacks on the LFW (FaceNet

embeddings).

Attack

Type-I Type-II

Model 0.1% FAR 1.0% FAR 0.1% FAR 1.0% FAR

W/o 100.0 100.0 94.5 95.3

VGG-VGG 99.8 100.0 89.9 94.4

VGG-ResNet 99.3 99.9 86.6 93.6

ResNet-VGG 98.9 99.7 86.9 93.7

ResNet-ResNet 95.7 98.9 80.7 91.6

Table A.7: TARs (%) of type-I and type-II attacks on the LFW (ResNet-

50 embeddings).

Attack

Type-I Type-II

Model 0.1% FAR 1.0% FAR 0.1% FAR 1.0% FAR

W/o 100.0 100.0 94.6 95.3

VGG-VGG 99.9 100.0 89.3 94.4

VGG-ResNet 99.8 100.0 87.6 94.0

ResNet-VGG 99.7 99.9 86.9 93.4

ResNet-ResNet 98.9 99.7 84.2 97.6

Table A.8: TARs (%) of type-I and type-II attacks on the LFW (VGG-

16 embeddings).

Attack

Type-I Type-II

Model 0.1% FAR 1.0% FAR 0.1% FAR 1.0% FAR

W/o 100.0 100.0 79.1 91.2

VGG-VGG 100.0 100.0 69.0 87.7

VGG-ResNet 100.0 100.0 67.2 86.6

ResNet-VGG 98.8 99.7 64.1 84.6

ResNet-ResNet 96.1 99.1 59.3 81.8
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